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"Because your own strength is unequal to the task, do not assume that it is beyond the
powers of man; but if anything is within the powers and province of man, believe that it is

within your own compass also."
Marcus Aurelius
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SIMULATION OF INTER AND INTRA GROUP BEHAVIORS USING
SEMANTIC VIRTUAL ENVIRONMENTS

ABSTRACT

Simulation of everyday situations from real life can be a very useful tool in entertainment
applications and training systems. Such applications, as games or computer animated movies
usually need to provide virtual environments populated with virtual autonomous agents. Commonly,
the agents need to be able to evolve in their environment, avoiding collision with each other and
obstacles, besides interacting with other characters in order to provide realistic simulations. This
work presents a model to simulate coherent group behaviors based on procedural modeling and
semantic environments. The main focus is to provide agents connected to the virtual environment
they are evolving, mainly applied in the background of games or movies generated with few/without
user intervention.

Keywords: Crowd Simulation; Virtual Humans; Group Behavior.





SIMULAÇÃO DO COMPORTAMENTO INTRA E INTER GRUPOS
USANDO AMBIENTES VIRTUAIS SEMÂNTICOS

RESUMO

Simulação de situações cotidianas da vida real pode ser uma ferramenta muito útil em aplicações
de entretenimento e sistemas de treinamento. Essas aplicações, como jogos ou filmes de
Computação Gráfica, normalmente precisam ter ambientes virtuais povoados com agentes virtuais
autônomos. Geralmente, os agentes precisam ser aptos a evoluir no seu ambiente, evitando colisões
com obstáculos e outros agentes, além de interagir com outros personagens a fim de reproduzir
simulações realistas. Este trabalho apresenta um modelo para simular o comportamento de grupos
de forma coerente, baseado em modelagem procedural e ambientes semânticos. O foco principal
é simular agentes conectados ao ambiente virtual que eles estão evoluindo, que é principalmente
aplicado em segundo plano nos jogos ou filmes, gerados com pouca ou nenhuma intervenção do
usuário.

Palavras-Chave: Simulação de Multidões; Humanos Virtuais; Comportamento de Grupos.
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1. INTRODUCTION

The modeling and simulation of crowds have been studied in many different areas of
science, due to its several applications. The models to simulate crowds can be used in the
industry of entertainment, in order to realisticaly simulate the movement of a great number
of virtual humans. These models can be used for populating immersive virtual environments
in order to raise the feeling of presence, by simulating the movement of crowds, in order to
evaluate complex environments of difficult locomotion for large populational concentrations,
among other applications [10].

Human beings usually group with others in ordinary situations. When grouped,
individuals interact with others according to their type of relationship, as well as the
environment characteristics. Studies about human behaviors are produced since the 20th
century [7, 44]. The goal of such studies is to identify, for example, the distribution of
individuals participation in small groups and also to analyze their interactions. Simulations
of virtual agents interacting with others in a virtual environment can be applied in different
areas, such as entertainment (animation, movies, computer games), engineering and
security (training systems).

A group can be formed by two people who are in the same space in a given situation.
As the number of group members increase, a crowd can be formed. To Sighele [43], a
crowd is a heterogeneous and inorganic aggregate of people. Heterogeneous because it is
composed by individuals of all ages, both genders, different classes and social conditions,
degrees of morality and culture; and inorganic, because it is formed suddenly, without prior
arrangement and improvisation.

Indeed, the great majority of existing studies investigated a crowd as a collection
of isolated individuals, each having its own desired speed and direction of motion, as
in [34, 18, 22, 1]. In practice, however, it turns out that the majority of pedestrians actually
do not walk alone, but in groups [8, 2, 21]. We note that the term ’group’ is used here in
its sociological sense [15], that is, not only referring to several proximate pedestrians that
happen to walk close to each other, but to individuals who have social ties and intentionally
walk together, such as friends or family members. In particular, the duration of the interaction
and the communicative setting distinguish from an occasional agglomerate [15].

The group behavior can be seen clearly in environments which the density of people is
relatively low, because the individuals have space to move freely, without any competition
for space between the agents. However, as the density of the environment raises, the
groups characteristics will gradually being lost, and in case the density is very high, these
characteristics may become invisible in the crowd. Nowadays we can find in literature
different approaches that aim to model different group behaviors, e.g. structured steering
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behaviors, as briefly described in Chapter 2.

1.1 Goals

In this work, we propose a model for simulating human groups behavior, which uses the
recent method proposed by Bicho et al. [11], that was inspired in a biological algorithm,
based on competition for space in a coherent growth of veins and branches [42]. Since this
original model presents free-of-collision motion, we used such method to provide collision
avoidance in our method as well. Our method also includes the detection of possible
interactions between agents in order to create new groups during the simulation.

Therefore, our main goals are:

i. to enable group behaviors with fewer user interventions (agents characteristics are
created as a function of environment and time); and

ii. to provide a strong connection between groups of virtual agents and the environment,
i.e. world can be used to change the group behaviors.

Simulations automatically generated using our technique allow the animator to be
focused in the big picture and in the first plan characters [46]. Thus, our model can be
applied in games in order to coherently populate the environments, such as buildings, parks
and sidewalks.

1.2 Organization

This document is organized as follows: related work are described in the next chapter.
Chapter 3 contains a detailed description of the proposed model. Results are shown in
Chapter 4, where we explain our prototype and its features in Section 4.1, while simulation
results are presented in Section 4.2, Section 4.3 and Section 4.4. Chapter 5 explains
important topics for improving our model as well final considerations are discussed.
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2. RELATED WORK

Although crowd behavior is a research subject studied for a long time [3], proposals
of computational models to simulate them are relatively recents (particularly about groups
behavior), partially due to the technological restrictions of the past. The present work have
focus in medium and low density situations, where the group behaviors are still visible,
because, as the density raises, the characteristics of the groups are diluted in the crowd.
In this chapter we present some related work to facilitate the understanding of our model.
Next sections include work related to crowd simulation and group behaviors.

2.1 The BioCrowds Model

Bicho [10] developed a model named BioCrowds that aims to simulate crowds
considering characteristics that are present in crowd dynamics. The BioCrowds model is
based on a biological approach of space colonization proposed by Runions [41], in order
to simulate the growth of veins in leaves of plants. Bicho represents the free spaces in a
virtual environment through a set of dots called markers, analogously to the plants auxins.
These markers are treated like resources which the agents compete for. Also, Bicho’s
model [10] is based on the proxemics concept created by Edward Hall [14], which is the
study of measurable distances between people as they interact. The specification of such
distance can be based on different parameters: the agents relationship, the environment,
the density of characters, among others.

The proxemics identification is based on the set of markers that are closer to an agent
than any other. Based on this, the model defines an perception area that circumscribes the
agent, allowing it to view the distributed markers in the virtual environment and identify which
ones are contained in its proxemics. Figure 2.1 denote the proxemics concept in BioCrowds:
the agents are represented by small colored squares inside a space perception area. The
agentes and its allocated markers are represented by the same color.

Once identified the markers inside the personal space, the next step of the agent will
be calculated in order to achieve its goal. The movement of each agent is calculated
iteratively, and for each iteraction the position and vector, that indicates the direction of the
agent (toward the goal), are updated. Figure 2.2 present simulations generated using the
BioCrowds model, where in image (A) we can see the agents and their allocated markers,
connected to the agent through a line segment. Image (B) shows the agents with a sort
of circle - calculated using the Convex Hull algorithm [37], which represents the personal
space [10].

Cassol [5] proposes the integration of the terrain reasoning concept to BioCrowds
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Figure 2.1 – Representation of 5 agents and their respectives personal spaces. The markers
inside the personal space of each agent are represented by different colors according to the
agent [10].

Figure 2.2 – Simulation results generated in BioCrowds: image (A) represents the agents
and their allocated markers, connected to the agent through a line segment. Image (B)
shows the agents with a sort of circle - calculated using the Convex Hull algorithm [37],
representing the personal space [10].
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Figure 2.3 – Graph overlayed on the terrain. The graph was generated according to the
presence of semi-walkable (1) and non-walkable (2) regions [5].

model, considering semantic information contained in the terrain to generate the pedestrians
movement. For this, the author proposes the distribution of different types of markers in the
environment, which represents walkable, semi-walkable and non-walkable regions. A non-
walkable region mean a region where the agents’ movement is not allowed, as well as a
semi-walkable region could allow locomotion in particular situations.

Besides, Cassol [5] proposes the use of path planning algorithms, like A* [16]. These
algorithms support the agents’ movement, because they allow the generation of a route to
be pursued during their move. The algorithm is executed using as input a graph originated of
the terrain, which considers the presence of the different types of regions, i.e. these regions
influences the edges creation and weighting. For example, the edges located in a region
that contains semi-walkable markers will be heavier/expensive than the ones located in a
walkable region. Similarly, in non-walkable regions no edges will be created, once the agents
should not walk through these regions. Figure 2.3 ilustrates an example of graph used as
input to the execution of A* algorithm. Given a initial and a final node, the algorithm returns
a list of nodes that compose the path to be pursued by each agent. Each node contained in
the path represents a partial objective to be reached by the agent, until it achieve the final
goal.

2.2 Group Behaviors

Several aspects of group behaviors have been analyzed in the last years. Results of
groups behavior analysis provide an useful reference for simulation/animation of groups and
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Figure 2.4 – Initial population visiting a museum (left). The virtual humans are in their
initial position, which were automatically generated. After a hundred interactions, the agents
gather in groups accordingly to their reactions and walk around the museum (right) [36].

crowds [19, 20, 12, 17, 45]. Two important aspects that guide the motion of real people
are: goal seeking, which reflect the target destination of each individual; and the least-effort
strategy, reflecting the tendency of people to reach the goal along a path requiring the least
effort [45].

Musse and Thalmann presents in [36], a model to simulate the crowd behavior
considering the relationship between groups of individuals and the emergent behavior
originated by this relationship (i.e. the global effect generated by local rules). Based on
sociological aspects, the authors treats the individuals as autonomous virtual humans that
reacts in the presence of other individuals and changes their own parameters according to
the reaction. Two scenarios where simulated by the authors: the first is a sociogram, that is,
a sociological graph representing a population, their relationships, and the different levels of
influence; the second scenario simulates people visiting a museum (showed in Figure 2.4).

More specifically, concerning the motion of groups, Kamphuis and Overmars [24]
introduce a two-phase approach, where a path for a single agent is generated by any
motion planner. Then, a corridor is defined around the path, where all agents stay
inside. Lavalle [28] introduced the concept of a Rapidly-exploring Random Tree (RRT) as a
randomized data structure for path planning problems. An RRT is iteratively expanded by
applying control inputs that drive the system slightly toward randomly-selected points.

Champagne and Tang [6] presents an approach for crowd simulation using bidimensional
Voronoi diagrams for the localization of groups of agents in a virtual environment. Using a
GPU, the polygons of the Voronoi diagrams are calculated from algorithms as the polygon
scan and the z-buffer depth. In the model proposed by the authors, the region of a polygon
is associated to the centroid of a group. Each agent have a circumscribed circle in order to
verify possible collisions with other agents and with static obstacles. Figure 2.5 shows the
result of a simulation using Champagne e Tang’s model.
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Figure 2.5 – Grouped agents, avoiding collision with other agents and groups [6].

Lien and collaborators [30] proposed ways for using roadmaps to simulate a type of
flocking behavior called shepherding behavior in which outside agents guide or control
members of a flock. Data-driven models are quite recent in comparison with other methods,
and aim to record motion in a pre-production stage or to use information from real life
to calibrate the simulation algorithms. Another method using data-driven technique were
proposed by Lee et al. [29]. The authors recorded the movement of a crowd of humans
from an aerial view using a camera, extracted the movement trajectories in 2D for each
individual, and then a model of agent is learned from the observed trajectories. The model of
agent decides each agent’s action based on the environment characteristics and the nearest
agents. Once the model of agent is learned, the virtual crowd can be simulated, as shown
in Figure 2.6. This figure illustrates the patterns learned form real videos (on top) and the
respective simulations (on bottom): figures in left shows a pattern with group formations and
individuals, while figures in right shows a line formation pattern.

Metoyer and Hodgins [32] proposed a method for generating reactive path following
based on the user’s examples of the desired behavior. Dapper et al. [9] proposed a path
planning model based on a numerical solution for Boundary Value Problems (BVP) and field
potential formalism to produce steering behaviors for virtual humans. Rodriguez et al. [39]
proposed a heuristic approach to plan an environment with moving obstacles using dynamic
global roadmap and kinodynamic local planning. Kallmann and Mataric [23] proposed
dynamic roadmaps for online motion planning in changing environments. When changes are
detected in the workspace, the validity state of affected edges and nodes of a precomputed
roadmap are updated accordingly.

Recent works aim to produce coherently and realistically group behaviors considering
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Figure 2.6 – On top, different patterns of interaction learned from real videos. Figures on
bottom shows the respective simulations, based on the model of agent learned [29].

steering and groups formation. The study of Moussaid et al. [35] revealed through empirical
analisys that more than 70% of the people actually walk in groups, for being friends, relatives,
co-workers, acquaintances...i.e. people that have some social link and intentionally walk
together. In this work, the authors analyses the movement of 1500 groups of pedestrians
in regular conditions, showing that the social interactions between the group members
generates typical patterns of movement that influences the crowd dynamics. Besides, the
work presents a model based on social forces - originally proposed by Helbing [18], which
are responsible for maintain the groups formations.

In low density situations, the group members tend to walk side by side, forming a
perpendicular line with the movement direction. Although, as the density raises, this linear
formation starts to tilt, transforming it to a pattern called V-Like, in case of a group of 3
pedestrians. When the pedestrians density is too high, the formation structure named River-
Like occurs (See Figure 2.7).

Karamouzas and Overmars [25] work was inspired in the social forces model proposed
in [35] to simulate the behavior of small groups of pedestrians, where the velocity space for
planning the avoidance maneuvers of each group is used to maintain a configuration that
facilitates the social interactions among the group members. The focus of this work is the
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(a) Line-Abreast (b) V-Like (c) River-Like

Figure 2.7 – Group formations, according to Moussaid et al. [35]. The Line-Abreast (or Side
by Side) formation (a) is adopted for low density situations, while the V-like (b) and River-Like
(c) patterns may appear if the density raises [25].

(a) (b) (c) (d)

Figure 2.8 – Results of simulation scenarios presented in the work of Karamouzas and
Overmars [25]. For details see text.

local behavior of these groups, i.e. how the group members interact among themselves
and other groups. They argue that this approach works for a large variety of scenarios,
as shown in Figure 2.8, which demonstrates the results of four simulation scenarios. In
Figure 2.8(a) a group must adapt its formation to pass through a door; Case of Figure 2.8(b)
simulates interactions between groups in a confined environment, while in Figure 2.8(c)
shows a group overtaking another. A group of 3 agents walking through a narrow corridor
appears in Figure 2.8(d).

Kendon [26] presents a study that shows how participants may jointly establish and
maintain a spatial-orientational system, named in his research as F-formation, used to
preserve the integrity of their occasion of interaction. Through an extensive observational
study, Kendon provide several elementary observations on how people employ space, bodily
orientation and positioning as a means of organizing the attentional structure of social
encounters. In Figure 2.9 we have two formations evinced in Kendon’s research: on left, an
L-shaped dyadic F-formation in which the participants are positioned creating a right angle.
The image on right shows two people oriented face to face, featuring a Vis-a-vis F-formation.
Besides, the study shows that for more than two participants, the groups’ arrangement tend
to be circular with the members oriented approximately to its center.

Groups simulated by our proposed model also keep formation, however, based on
environment restrictions (e.g. obstacles, density of agents), group formation is adapted
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Figure 2.9 – An L-shaped dyadic F-formation (left) and a Vis-a-vis F-formation (right) [26].

in order to provide the best efficiency as possible for social interactions [35]. An important
contribution from our model is the connection between the population and the semantic
environment, which can constraint the motion behavior. Next chapter explains our model in
details.
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3. THE MODEL

Our model is mainly focused on the groups behaviors when evolving in a virtual
environment regarding other groups location, density of agents in the space and environment
characteristics (obstacles, interest locations, etc). It is important to stress that our model is
suitable for background actors and actions, requiring minimum intervention of designers or
users.

The model is composed by four modules as illustrated in Figure 3.1. The Environment
module is responsible to generate the environment structure to be used in the Simulation
module, i.e. floorplan, spaces and objects, and it is also responsible to provide certain
definitions for the Virtual Population module (e.g. objects of interest contained in each
space). The Virtual Population module creates the population definitions based on the
characteristics of the environment. Finally, the Simulation module is responsible for providing
agents motion and their interactions into the environment. This module generates a file
containing all agents position in each frame/time, which is used as input to visualize the
simulation in the Visualization module. We emphasize that the present work is focused
mainly on Virtual Population and Simulation modules - showed in blue by Figure 3.1, so we
use tools from previously developed work for the Environment and Visualization modules.
Details about each module will be provided respectively in the next sections.

Figure 3.1 – Overview of our model.

3.1 Semantic Environment

A Semantic Virtual Environment (SVE) [38, 13] is a virtual environment that is populated
with entities enriched with semantics. A simulation environment is a complex space that
is composed by a hierarchical set of simpler spaces, such as a city. Commonly, several
neighborhoods composes a city, which are composed by many lots. These lots might have



32 CHAPTER 3. THE MODEL

several types of buildings, with different types of rooms: kitchen, bedroom, bathroom, living
room, among others. To specify goals in the environment we can assign a special attribute
to any object that indicates some interesting thing or a resource that a certain object can
provide. For instance, a TV provides fun as a chair provides rest. If an object that provides
some resource is placed inside of a space, this space will provide that resource as well.

In this work, we use a Semantic Engine based on [27] and previously developed by [31]
in order to specify, create and store all spaces and objects. Figure 3.2 shows an example of
files used to represent the semantic environment. The environment specifications are made
by a template file that contains the space hierarchy and all objects that will be instantiated
in our environment. In the case of Figure 3.2(a), lot is the main space and it contains other
three spaces: frontYard, houseArea and backyard. We have two more spaces, poolArea
and fountainArea, which are inside of backyard space. At the end of this file we declare
all tangible objects and their resources. After have defined these conceptual spaces and
objects, we create instances that will have geometric representations in the environment.
The space instance file (Figure 3.2(b)) contains information about the space type (open
space or closed space), its geometry, the position of each space, and, if this space is a
closed space, its entrances and windows. In the space instances definition (Figure 3.2(b)),
we use m to specify the main space named myLot in this case. We use o to specify an open
space, which means that there are no walls surrounding such space. If we desire walls,
we use c to declare a closed space instead of an open space. After the specification of
spaces and objects, it is possible to create one or more instances for each of them. The
object instance file (Figure 3.2(c)) describes the type, name, geometry file, space it belongs,
position and rotation respectively for each object.

Once defined the environment, the next step is to create information about how to
populate these spaces and what agents can do during the simulation. For that, we create
a Population Class (PC), which can automatically create a random population for a specific
environment or still deal with a population script defined by the user as will be described
in Section 3.2. As output of the SVE Generator we have a 2D layout that contains goals,
walkable and non-walkable regions and a graph that will be used by the virtual agents to
compute their paths - similar to the work of Cassol [5] presented in Section 2.1. Such graph
includes the nodes into the walkable regions and the goals definition (automatically defined
close to objects). As consequence, agents will be able to walk in the space. Another output
is a 3D scene, that contains all 3D geometric representation of objects and spaces.

3.2 Virtual Population

This section describes how agents are generated in the VE, considering the PC that is
composed by the following information:
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(a) Template file.

(b) Space instances file. (c) Object instances file.

Figure 3.2 – The set of script files provided by the user to be used as input for our model [31].
For further information see text.

i. the global seed and the simulation total time;

ii. the higher density of agents to be attained during the simulation and the time it
should occur. In this case, the simulation process is responsible for creating and
destroying the agents (e.g. at the beggining and ending of a party) in order to attain
the expected density of agents at a specific period of the simulation. The density of
agents is specified as agents per m2, and we defined LOW_DENSITY < 1 agent/m2,
MEDIUM_DENSITY < 2 agents/m2 and HIGH_DENSITY >= 2 agents/m2;

iii. groups distribution presented in a certain population, i.e. how many agents are not
grouped (individuals) or grouped in groups of 2 or 3 agents;

iv. the distribution of interests (where agents should go), spawn locations (where agents
should be created) and kill locations (where agents should go to be removed from the



34 CHAPTER 3. THE MODEL

simulation).

It is also possible to define specific populations P informing data in a template file
including PC definition, as showed in Listing 3.1. Next sections explain how agents and
groups are created during the simulation.

1 POPULATION CLASS
2 seed=500 / / Global seed
3 s i m u l a t i o n _ t o t a l _ t i m e =2000 / / S imu la t ion t o t a l t ime , i n frames
4 h igher_dens i t y=HIGH / / The h igher dens i t y the s imu la t i on should have
5 peak_time=400 / / The t ime t h a t the peak of dens i t y should occur , i n frames
6
7 Groups_d i s t r i bu t i on :
8 one_agent =0.36 / / Percentage of i n d i v i d u a l s
9 two_agents =0.36 / / Percentage of groups of two members

10 three_agents =0.28 / / Percentage of groups of th ree members
11
12 In te res t_ resou rces :
13 fun =0.4 / / Percentage of agents t h a t seek f o r the " fun " resource
14 freshness =0.3 / / Percentage of agents t h a t seek f o r the " f reshness " resource
15 s h e l t e r =0.1 / / Percentage of agents t h a t seek f o r the " s h e l t e r " resource
16 r e s t =0.2 / / Percentage of agents t h a t seek f o r the " r e s t " resource
17
18 spawn_points =3 ,51 / / Node Ids o f spawning l o c a t i o n s
19 k i l l _ p o i n t s =3 ,51 / / Node Ids o f k i l l i n g l o c a t i o n s

Listing 3.1 – An example of script provided by the user containing the population definitions.

3.2.1 Creation of Agents

Number of agents to be created agreed with the density specified in the script. From the
first frame of the simulation until the expected peak of density, agents are linearly created
from predefined spawn points in the environment. Once the expected density is achieved,
the agents starts to be linearly removed from the simulation by steering to predefined kill
points. Also, groups are pre-defined, i.e. we define which agents are part of specific groups.
The spaces defined in <space instances file> as well as the objects in the <objects intance
files> as described in Section 3.1 can be the goals in the simulation, and they are randomly
distributed through the agents. Once one agent reaches a goal, it stays there for a random
time and then a new goal is randomly chosen. Moreover, agents can group with others as
discussed in next section.

3.2.2 Creation of Groups

Into a specific population P , one or more groups G can be created, i.e. agents from P

that should physically interact are pre-defined, being maximum three agents in each group.
We justify the decision to pre-define which agents are going to interact since emergent
groups is not the focus of our work. Moreover, we also specified that groups should have
maximum three agents since the major part of groups in real life are formed by maximum
three people [33]. Therefore, P and G can have the same size, for example, a small family
can have only one group. On the other hand, a party can be modeled as a P formed by
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15 groups G, formed by maximum three people, for instance. When distance d among two
members of Gi is into a range defined by Hall [14] as a social distance 1, one group G is
formed. According to Bicho [11], the personal space for each agent A is modeled as a
circular region (with radius R), that represents a "perception field" (see Figure 3.3(a)) which
can be used by each agent to avoid collision with other agents. Moreover, each agent A has
a radius Ri which can be equal to everyone else or randomly chosen, where i ∈ [1, Nag],
being Nag the total of agents in the simulation. In Bicho’s model [11], this circular region is
important in the sense that it is a region where any other agent cannot penetrate, providing
the collision avoidance of the method. In our case, we adopt another circular region we called
group space (see Figure 3.3(b)) which includes the N members of Gi, and it is computed
based on the Equations 3.1 and 3.2:

Af = max(dist(Ai,
→
C)), (3.1)

Rg = dist(AAf ,
→
C) +RAf , (3.2)

where
→
C is the centroid of all Ai positions and it is also the center of Gi with radius Rg, Af

is the index of the agent which position is farther from the centroid
→
C and RAf is the radius R

of agent AAf . The group space is important to define the group region used to avoid collision
among groups, detailed in Section 3.3.3. At this point, for each environment generated as
presented in Section 3.1, we have a population P formed by one or more groups G which are
formed by N members, being maximum three. Moreover, G has a circular region of radius
Rg which determines the group space. When agents are grouped they have equivalent
goals and speeds in order to stick together. The grouping process is showed in Figure 3.4,
illustrating the moment when two individual agents join, creating a single group entity.

It is important to highlight that the groups features are maintained just while group
members are still together, i.e. all members should be inside a specified distance treshold
between each other to be considered as linked. We consider that a group is linked when
its members keep certain distance treshold TLk from each other. For example, in a group
containing two members, if the distance between them is bigger than TLk, the group structure
is lost. Otherwise, the group is considered as linked. In next section, we describe how all
this data is used in our simulations providing the behavior of individuals and groups.

1Close phase is attained when distance is from 4 to 7 feet (1.2 to 2.1 m) and Far phase is 7 to 12 feet (2.1
to 3.7 m).
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(a) (b)

Figure 3.3 – a) Hall’s [14] social distance (d) between two agents. b) If the agents are from
same group G, a group space is defined representing the group as an unique entity.

Figure 3.4 – Illustration of the meeting of two agents, predefined as friends/acquaintances.
On the left, the intersection of individual perception fields, in red. The agents then group,
creating a single perception radius for the group in orange, on the right.

3.3 Simulation

This phase is responsible for providing groups and agents motion and their interactions
into the environment. Each group Gi can evolve in a virtual environment, which can also be
populated by other groups Gj. The following aspects are considered in order to define the
individual behavior function of an agent A which is member of Gi:

i. agent’s goal which is defined based on environment information;

ii. density of agents close to Gi;

iii. obstacles and other constraints around Gi;

iv. location of close groups Gj.
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We define a distance threshold for computing the obstacles and close groups for each
G as To = 2.Rg 2. It is important to note that only agents and obstacles into such
threshold distance and into the environment as well are considered. It avoids to consider
agents in another room or space, for instance. In the same way, spawn points are used
to initialize agents positions. To reach the target, we use A* algorithm [16] to provide
the best path for each agent. Moreover, the agents movement is performed inspired in
the algorithm presented in [40]. As in the original model, the environment is represented
by a set of markers (dots in the space) which discretizes the space. Overlayed to the
markers, we create a grid of nodes in the space where motion is allowed (as explained
in Section 2.1) and used as reference to the A* path planning algorithm, considering
environment features [16, 5].

While the agents move from their initial location to their target by using the nodes in the
environment, at each time step we verify the presence of other agents (to be aggregated
in a group), obstacles and other groups (to avoid collision). Basically, two group behaviors
emerge from this connection between agents and environments. Firstly, grouped agents can
present groups formation while evolving in the virtual environment (intra group behaviors).
Secondly, they can vary their behavior (formation and trajectories) based on environment
constraints and people density (inter group behavior).

The model we used to provide agents motion [40] can create an undesired artifact in
group interactions. Since the original model does not consider the group structure, the
agents avoid collisions with other always considering that the agents are moving alone. For
instance, in real life non-dense crowds, groups tend to keep together avoiding collision with
other groups by avoiding the group areas [33]. In order to avoid that groups occupy the
same space (i.e. a group space penetrates another group space) we keep a small region
inside the group space which markers cannot be used for agents from a different group.
As a consequence, groups avoid collision with each other and no interpenetration happens
in groups spaces. This behavior becomes a problem if the crowd is dense. In this case,
depending on the density around the group, this behavior is turned off in order to preserve
crowd dynamics, and also because groups behavior are not visible in dense populations.

After have defined the members in a group, we are able to compute the physical agents
position into the group space to determine the group formation, detailed in Section 3.3.1.
Section 3.3.2 shows details about group formation adaptation considering obstacles in the
environment, while Section 3.3.3 provides information about the method used for collision
avoidance between groups. Finally, Section 3.3.4 explains how conversational groups are
created in our model.

2This distance is sufficient for the group to perform the avoidance maneuvers, according to our tests, and it
can be easily changed in a configuration script.
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(a) Side by Side. (b) V-Like. (c) River-Like.

Figure 3.5 – Group formations to be performed by our model, based on the work of
Moussaid [35].

Figure 3.6 – Sketch of vectors and angles between agents in a group, based on the work of
Moussaid et al. [35].

3.3.1 Group Formation

As previously presented, each group G has a circular region which represents the group
space with radius Rg. In such area, we can provide three formations, inspired in the work
proposed by [35] (explained in Section 2.2) and illustrated in Figure 3.5.

The River-Like formation can be considered an emergent behavior in our model (see
Figure 3.5(c)). Considering the agents with the same goal, being part of the same group,
they are able to move in the same direction at the same speed, as in [40], emerging such
formation. To provide the Side by Side formation (Figure 3.5(a)), we perform a simple test
of angles in order to keep the agents aligned and perpendicularly placed given their goal.
As skecthed in Figure 3.6, the angles for groups with 3 members are based on the vector
formed by the centroid and the next partial objective (

→
V C−O), and the vector between an

agent and its closest neighbor on the right-hand side (
→
V 1−2 in case of Agent1). According

to Moussaid et al. [35], the angle α1 should be around 97.8◦, and angle α2 around 87.1◦

for Side by Side formation. In the other hand, for V-Like (Figure 3.5(b)), these angles float
around 107.9◦ for α1 and 70.6◦ for α2. When α1 is greater than the specified value, we slightly
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decrease Agent1’s speed, and if it is smaller, we slightly increase its speed. The same rules
are applied for Agent3, but in reverse order. With such rules, the agents keep walking close
to each other in a specific formation during the motion process for groups of 2 and 3 agents.
A high-level description of the method used to maintain the group formations - explained
above, is showed in Algorithm 3.1.

Algorithm 3.1 Maintain Group Formation
for each Group G do

for each Agent A member of G do
if A is on the LEFT then

angle← calcAngle(vec_centroid_objective, vec_A_ARight−side)
if angle < ALPHA1 then

increaseSpeed(A)
else

if angle > ALPHA1 then
decreaseSpeed(A)

end if
end if

end if
if A is on the RIGHT then

angle← calcAngle(vec_centroid_objective, vec_A_ARight−side)
if angle < ALPHA2 then

decreaseSpeed(A)
else

if angle > ALPHA2 then
increaseSpeed(A)

end if
end if

end if
end for

end for

3.3.2 Formation Adaptation

In order to achieve better simulation results, we developed a method for adapting group
formation according to the free space ahead the group. Our method considers the free
space in the goal direction trying to find out if there is available space for the group to
pass through. Indeed, we compute for each group a 2D Region of Interest (ROI) that
is included in the group space and represents the minimum area that should exist in the
environment for the group performance. These regions can be simply computed based on
agents positions and their sizes AS. For this, we could mathematically estimate the ROI
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(a) Side by Side. (b) River-Like. (c) V-Like.

Figure 3.7 – Group formations and their respectives ROIs.

for the three group formations and test them against the environment space3, computing
ROIside, ROIriver and ROIV that are respectively illustrated by Figure 3.7. The most suitable
formation is chosen based on the following tests: First test aims to keep the Side by Side
formation, since it represents the best way, in social terms, for a group to go everywhere in
low dense situations [35]. So, ROIside is checked if it can be included in the region forward
to the group space. For instance, if a group G containing three members is passing through
a door with size smaller than ROIside, then next group formation (V-Like) is tested against
the available free space in the goal direction. If ROIV is still larger than the free space in
the environment, then River-Like formation is adopted. For groups of two members, if there
is no space for Side by Side formation, then River-Like formation is performed. Besides
that, we make an interpolation of the ROI in order to fill the gap between the current group
position to the projected ROI, assuring that all the way through the passage ahead is tested.
Figure 3.8 illustrates an operational example of the method, where a group of three members
performing Side by Side formation is close to environment obstacles (Figure 3.8(a)). The
algorithm detect collision between the projected ROIs and the environment bounding boxes,
passing to the next test, in which the V-Like estimated ROI is chosen (Figure 3.8(b)). As no
collision was detected for the V-Like ROI, the group will then assume the V-Like formation.
Algorithm 3.2 presents the method used for adapt the formations described in pseudocode.
The simulation result for this case is presented in Section 4.2.3.

3.3.3 Group Collision Avoidance

In the original model, we have an undesirable situation called local minima. This occurs
when two groups have colinear trajectories in opposite directions, creating an impasse once
both groups have associated all markers around them, and could not move forward, as

3Each iteration, we test collision between the ROI and the environment bounding boxes (objects in the
environment).
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(a) (b)

Figure 3.8 – Developed method for group formation adaptation according to free space
ahead. For explanation see text.

Algorithm 3.2 Adapt Group Formation
for each Group G do

for each Obstacle O do
if distance(G,O) ≤ To then . To ← 2 ∗G.radius

if testCollision(ROIside) then . ROI Side-by-Side
if G contains 2 members then

G.currentFormation← RIV ER_LIKE;
else

if G contains 3 members then
G.currentFormation← V _LIKE;
if testCollision(ROIv, O) then . ROI V-Like

G.currentFormation← RIV ER_LIKE;
end if

end if
end if

end if
end if

end for
end for
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shown in Figure 3.9. In order to avoid this case, we developed a method to detect possible
situations of local minima and slighly change group trajectories, in simulation time, so the
groups bypass each other and the impasse does not occur. If an impasse possibility was
detected4, we temporarily distribute increased weights for the edges of the next node-
objective5, and recalculate the path of one of them, randomly chosen, from the current
objective. As a result, the path planning algorithm would not choose the heavier edges,
selecting a path that contour the oncoming group. A high-level description of this method
is presented in Algorithm 3.3. Figure 3.10(a) demonstrates the overlap of the graph in the
simulation environment, illustrating the edges that would have their weights increased and
the new trajectorie calculated by A* algorithm for the group in blue. Figure 3.10(b) shows the
maneuver performed by the groups before and after the crossing, respectively.

Algorithm 3.3 Perform Group Collision Avoidance
for each Group GA do

for each Group GB do
if distance(GA, GB) ≤ To then . To ← 2 ∗G.radius

if detectLocalMinima(GA, GB) then
Group G← random(GA, GB);
Node N ← G.getNextGoal;
for each Edge E connected to N do

increaseWeight(E);
end for
pathP lanning(G);
restoreGraph();

end if
end if

end for
end for

3.3.4 Conversational Groups

Usually, when a group of people reach its destination, they arrange themselves spatially
in order to be able to socially interact with each other, specially for establish conversations. In
order to reproduce more realistic simulations, our groups also assume formations when they
reach a goal, as mentioned. Based on the work of Kendon [26] (presented in Section 2.2),
we adapted our model to provide F-formations for groups up to 3 agents, i.e. the spatial
position for each agent member of a given group. The developed method is simple and it is
based on the algorithm for maintaining groups formations, explained in Section 3.3.1. For

4The algorithm search for collision every time a group reaches a partial objective, considering groups inside
a distance of 2.Rg.

5The edges weights are altered just for recalculate the new trajectory, being restored to the original values
before ending the path planning algorithm.
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Figure 3.9 – Local minima between two groups with colinear trajectories in opposite
directions.

(a) (b)

Figure 3.10 – (a) Graph overlayed to the environment, indicating the node and the edges
which had weight increased, in red, and the new trajectorie for the group in blue illustrated
also in blue. (b) Group in blue steer its new trajectorie that contour the group in pink, avoiding
local minima.
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Figure 3.11 – Groups represented by green circles performing F-formations [26] after arrive
in their goals.

groups of 3 members, we arrange the formation accordingly to the angles formed between
the agents and the vector pointing to the next objective (see Section 3.3.1). For instance,
if the group is close to its final goal, the members adapts their positions in order to keep
certain angle in relation to the others, by slightly changing their speeds. This way, the group
already arrive in the goal arranged in a F-formation. According to Figure 3.6, the angle α1

should be around 150◦ and the angle α2 around 30◦ (in order to create the "circle"). In case of
groups containing 2 members, the Side By Side formation already provide the correct spacial
position for a conversational group and it can assumes a L-shaped dyadic F-formation or a
Vis-a-Vis F-formation (see Figure 2.9), according to their orientations.

After a group reach his final goal in a F-formation, we need to adjust the agents’
orientation in order to visualize believable simulations. According to Kendon’s study [26],
humans tend to maintain their bodies oriented toward the centroid of the group when
arranged in F-formations, except for the L-shaped dyadic F-formation, in which the members
arrange themselves perpendicularly to each other. In our model, we define the agents’
orientation based on the features noticed by Kendon, so the group members are oriented
toward the centroid of the group. To do this, we calculate, for each member A ofGi, the angle
between the vector agent-centroid and the environment horizontal axis (X axis), according
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to equation 3.3:

OAi
= ang(vec(Ai,

→
C),

→
H), (3.3)

where
→
C is the centroid of all Ai positions and it is also the center of Gi, and

→
H is

the horizontal axis of the global coordinates system. To create the L-shaped dyadic F-
formation (for groups of 2 members), we randomly add or subtract 90◦ from the OAi

of one
group member in order to form a perpendicular angle between them. Figure 3.11 shows an
example of simulation, where several groups arrive in their goals arranged in F-formations
and oriented toward the group centroid, indicated by the arrows in red. The orientation OAi

is then stored in the simulation file to be reproduced by the visualization module, that will be
presented in the next section.

3.4 Visualization

In order to better visualize the simulation results, we use a framework previously
developed at VHLab6 research group, presented in [4]. After loading a set of virtual
humans (including their animations), we load the simulation file (generated by the Simulation
module), which contains the position of each agent at each frame/time, i.e. the motion of the
agents is described by a set of 3D points over a time sequence. Listing 3.2 demonstrates an
example of the simulation file format, used as input for the Visualization module.

The framework is also responsible for playing the animations accordingly to the situation.
Based on the agent’s moving speed, the framework is able to determine which animation
should be played: walking, jogging or running, for example. For better rendering results,
the framework applies a post process High Dynamic Range (HDR) rendering technique.
This technique is implemented in the GPU enabling to be executed in real time. For the
fixed pipeline rendering and animation, our prototype uses the Irrlicht Engine 7 and Cal3D 8,
respectively. Next section contains the results obtained through simulations generated from
our model.

6Virtual Humans Simulation Laboratory: http://www.inf.pucrs.br/vhlab
7http://irrlicht.sourceforge.net
8http://gna.org/projects/cal3d

http://irrlicht.sourceforge.net
http://gna.org/projects/cal3d
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1 <SIMULATION>
2 <AGENTS>
3 <AGENT i d =" 0 " ></AGENT>
4 <AGENT i d =" 1 " ></AGENT>
5 </AGENTS>
6 <FRAMES>
7 <FRAME> / / Frame [ 0 ]
8 <AGENTS>
9 <AGENT i d =" 0 ">

10 <POSITION>3.05 12.21 0.00 </POSITION> / / Pos i t i on o f Agent [ 0 ] a t Frame [ 0 ]
11 </AGENT>
12 <AGENT i d =" 1 ">
13 <POSITION>37.41 12.21 0.00 </POSITION> / / Pos i t i on o f Agent [ 1 ] a t Frame [ 0 ]
14 </AGENT>
15 </AGENTS>
16 </FRAME>
17 <FRAME> / / Frame [ 1 ]
18 <AGENTS>
19 <AGENT i d =" 0 ">
20 <POSITION>3.05 12.21 0.00 </POSITION> / / Pos i t i on o f Agent [ 0 ] a t Frame [ 1 ]
21 </AGENT>
22 <AGENT i d =" 1 ">
23 <POSITION>37.41 12.21 0.00 </POSITION> / / Pos i t i on o f Agent [ 1 ] a t Frame [ 1 ]
24 </AGENT>
25 </AGENTS>
26 </FRAME>
27 <FRAMES>
28 </SIMULATION>

Listing 3.2 – Simulation XML input data example for two distinct agents at two frames.
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4. RESULTS

In this chapter will be presented information about the developed prototype for simulating
the groups behaviors, using the proposed model. The experiments were performed using an
Intel Xeon W369 equipped with NVidia Quadro 4000. We divided the results into sections for
better organization. Section 4.1 explains details about the prototype developed to validate
our model. In Section 4.2 we show results of particular simulation cases in order to analyse
how our model deal with specific situations, while in Section 4.3 we reproduce a more
complex environment. Finally, Section 4.4 contains results of simulations in more dense
environments and evaluations of groups structures maintenance.

4.1 The Prototype

For analysis and validation of the proposed model, we developed a prototype in order
to visually verify the produced simulations. The prototype was developed in C/C++
programming language and uses the graphic API OpenGL [47]. The environment is
generated using the SVE Generator [31], as explained in Section 3.1, which creates as
output, the 2D layout of the environment that contains goals, walkable and non-walkable
regions and a graph, that will be used by the virtual agents to compute their paths. Next, we
create the Population Class script file, similar to the one showed in Section 3.2, which can
be generated automatically or manually. Since we have these data as input, we can start
our simulations by computing the movement of the agents over time in the environment.

Figure 4.1 presents an example of creation of a certain environment, showing all steps of
the pipeline. This figure represents a pool area in a backyard, where it is possible to observe
modules of our model: in (a) is illustrated the bounding boxes that represents the semantic
environment while in (b) and (c) are illustrated the markers and the graph, respectively, which
are used as input to the simulation. Following, in (d) a view of our simulation environment
presents the agents and their respective paths provided by the path planning algorithm. We
can observe a population of 30 agents, 9 groups and 8 individuals manually generated as
well as their goals, initial locations and groups behaviors. The agents in blue means agents
that are part of some group and will move across the environment following the same path.
On the other hand, agents in black represents individuals. Each group can be identified in
Figure 4.1(d) by a circular area that represents the group space (explained in Section 3.2).

Using data from the population (goals, paths and agents), our algorithm is able to provide
the agents motion across the environment. In such process, coherently groups formations
are performed by our agents (Side by Side, River-Like, V-Like). Moreover, the groups are
able to identify the presence of other groups and compute a new path or new formation when
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(a) Bounding boxes of all instances of tangible
objects that are present in the environment.

House Pool

Chairs

Fountain

Fences

(b) Markers, in black, representing the walkable
space. The dots in red inside the bounding boxes
means regions where the motion in not allowed.

(c) Graph used for path planning algorithm
considering the regions available for agents motion.

(d) Agents and their computed paths in the
simulation module.

Figure 4.1 – Results of the main phases of our model.

needed. Figure 4.2 illustrates the visualization of simulations in a 3D virtual environment,
which represents a house containing several objects distributed through the spaces. It is
possible to observe the virtual agents performing coherent group behaviors provided by our
model (4.2(a)). Figure 4.2(b) demonstrates the same environment but raining, where the
virtual humans are running toward an awning, which, in this case, is an interest point.

4.2 Simulation Cases

We created three simulation cases based on the recent work of Karamouzas and
Overmars [25] (detailed in Section 2.2) , which are described in the following sections.
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(a) (b)

Figure 4.2 – Snapshots of the 3D framework [4] visualizing an example of simulation
generated by our model.

(a) (b) (c)

Figure 4.3 – Two agents applying a Side by Side formation before (a) and after (c) the door,
while the River-Like is adopted to pass through the door (b).

4.2.1 Doorway

We simulated a group of two agents passing through a narrow door. Figure 4.3, shows
a group of two members in formation Side by Side, that walk through a corridor until they
face a door with small diameter (Figure 4.3(a)). Therefore, the algorithm - explained in
Section 3.3.2, detects that there are no space for the group to pass with the current formation
and changes to the River-Like formation (Figure 4.3(b)). After passing through the door,
the Side by Side formation is then restored (Figure 4.3(c)). The door and the corridor, in
Figure 4.3, are represented by non-walkable markers, in red.

4.2.2 Overtake

Figure 4.4 demonstrates the simulation of two groups moving to the same direction
(Figure 4.4(a)), but one group is moving faster (in pink) than the other (in blue), resulting
in an overtake (Figure 4.4(b)). This situation could represent a group of teenagers walking
on the sidewalk, when a couple of older people is walking slowly in front of them. So, the
teenagers tend to overtake the couple using the free space on the sides, returning to walk
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Figure 4.4 – A group overtaking a slower group. The group in pink moves faster than the
group in blue (a), so an overtake occurs (b). After, the group restore the formation Side by
Side (c).

side by side then (Figure 4.4(c)).

4.2.3 Narrow Corridor

Figure 4.5 shows the result of a simulation which a group walk through a narrow corridor.
In this scenario, the group detect that there will be no space for the current formation - using
the method explained in Section 3.3.2, and adapts its shape to the V-Like formation in order
to fit in the corridor. After crossing the corridor, the Side by Side formation is then restored.

Figure 4.5 – Group crossing a narrow corridor. In (a), the group is about to enter the corridor.
The group then deform its shape in order to walk through the corridor (b) and after, return to
a more convenient formation (c).
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4.3 Complex Environment

In order to test our model in more complex situations, we created a scenario containing
several obstacles distributed throughout the environment. This scenario represents a
backyard of a house and the main idea here is to simulate a party. In this party, people
begins to arrive looking for fun, and after certain time, everybody starts gradually to leave the
party. For this, we specified an arbitrary global seed and that the density of people should be
LOW , having its peak in the half of the simulation total time. Besides, the population should
contains 30% of individuals, 40% of groups of two members and 30% of three members (since
more than 70% of the people walk in groups [35]). We distributed the interest resource "fun"
through the whole space, so the agents could go wherever they desire in order to get the
resource. The definition file for the PC used in this simulation is exhibited in Listing 4.1.

1 POPULATION CLASS
2 seed=123 / / Global seed
3 s i m u l a t i o n _ t o t a l _ t i m e =10000 / / S imu la t ion t o t a l t ime , i n frames
4 h igher_dens i t y=LOW / / The h igher dens i t y the s imu la t i on should have
5 peak_time=5000 / / The t ime t h a t the peak of dens i t y should occur , i n frames
6
7 Groups_d i s t r i bu t i on :
8 one_agent =0.30 / / Percentage of i n d i v i d u a l s
9 two_agents =0.40 / / Percentage of groups of two members

10 three_agents =0.30 / / Percentage of groups of th ree members
11
12 In te res t_ resou rces :
13 fun =1.0 / / Percentage of agents t h a t seek f o r the " fun " resource
14
15 spawn_points =360,395 / / Node Ids o f spawning l o c a t i o n s
16 k i l l _ p o i n t s =3 ,136 ,525 / / Node Ids o f k i l l i n g l o c a t i o n s

Listing 4.1 – Population Class definitions used for the simulation in the elaborated
environment.

The simulation begins with the environment empty, when gradually the agents starts to
appear in the defined spawn points. The groups are added to the environment at a rate
RtS = 1 group/s, until the density reaches its peak time or the higher density limit, which
is defined as LOW (less than 1 ag/m2)1. During the process, groups perform formation
structures while seeking its goal and create conversational groups when arrive. The group
(or individual) stays in the goal for a certain time2 until another point of interest is randomly
chosen for the group, that starts to pursue its new trajectorie. After reached the peak of
density, RtS is set to 0 and the agents are gradually sended to the defined kill points, at a
rate RtK = 1 group/s, where they will be removed from the simulation. Finally, when there
is no agent left or the simulation total time is achieved, the simulation finishes.

Figure 4.6 shows a screenshot of the simulation generated, where the environment
structure and agents can be visualized. Obstacles are represented by non-walkable markers

1To achieve higher densities, RtS can be increased.
2The minimum and maximum amount of time in which groups stays in the goals are predefined and it is

randomly attributed to each group. For this simulation, the minimum and maximum values are 30s and 100s,
respectively.
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in red, while free spaces are in blank and contains walkable markers. The figure also exhibits
a grid for better notion of space and density, and each square of the grid represents 1 m2.
Spawn points are indicated by yellow stars and kill points are indicated by red X’s. All agents
are represented by circles, in order to simplify the visualization 3, and each color denotes
the agents’ status, as described below:

• Black: Individual moving toward its goal;

• Green: Group or individual arrived on its goal, waiting for a new goal attribution;

• Red: Group or individual moving toward a kill point;

• Other colors: Group moving toward its goal (members of the same group have the
same color and are probably close to each other).

Figure 4.6 – Simulation screenshot of the elaborated environment. Obstacles are
represented by red dots, while spawn and kill points are indicated by yellow stars and red
X’s, respectively. Agents are represented by circles and each color indicates the agents’
status.

3Agents still having their personal space, calculated by the Convex Hull algorithm.
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Figure 4.7 presents the density of people measured from the beginning until the end of
the simulation. As the time passes, the average density starts to rise gradually as the agents
are being added to the simulation. The density reach its peak at the half of the simulation
total time (about 5000 frames) and its value is close to 0.5 ag/m2. Next, the density begins
to decrease as the agents are being removed from the simulation, until no agents left or the
simulation total time is achieved.

Figure 4.7 – Average density obtained from the beggining until the of the simulation.

4.4 Group Structure Evaluation

We created three different simulation scenarios in order to evaluate the groups structures,
according to the density of people in the environment. The goal of these simulations is to
obtain information about the maintenance of the group structure if the density of people
begins to raise, such as the formations that are most performed in each density, the groups
linkage and if the speed could influence the structure maintenance. We generated five
simulations for each scenario, using PCs containing 30% of individuals, 40% of groups of
two members and 30% of three members. In the simulation visualization, pedestrians that
make part of some group are represented by the same group color and will probably be close
to other group members. In the other hand, individuals are represented by black circles. Next
sections will explain details about each simulation scenario.

4.4.1 Same Flow

In this scenario, we simulated pedestrians walking in the same flow, while the density
starts to increase through time. Figure 4.8 illustrates the simulation scenario, where all
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the pedestrians are moving toward the direction indicated by the arrows in red until they
reach the goal for being removed from the simulation. Also, it is possible to identify some
formations during the trajectory. Some of them are marked by squares and arrows in orange
- that indicates the moving direction - in Figure 4.8.

During the simulation, we measured the percentage of groups that were performing each
possible formation - or no formation, while the density of people raise through time. The
density of people are related to the rate that agents were added to the simulation, i.e. the
higher the agents addition rate, the more dense the environment becomes. The simulation
finishes when the density of people reach 4 agents per square meter.

Figure 4.8 – Pedestrians moving in the same flow, indicated by arrows in red, toward the
goal in the right. Some formations can be seen during the trajectory, showed by squares
and arrows in orange, that indicates the group moving direction.

Figure 4.9 presents the measured group structure percentage for each formation in
relation to the density. Each point of the chart represents the average percentage of groups
performing that particular formation with the standard error, based on the 5 simulations. We
noticed that in the begining of the simulation (low density), most groups performs the Side
by Side formation, since this is the most convenient formation [35] and they have enough
space to perform it. As the density starts to raise, the Side by Side formations begins to
diminish and the V-Like and River-Like formations appears more often. After 1 ag/m2 of
density, the River-Like formation is more likely to appear than the others, as well as groups
with no formation at all.

Furthermore, we measured the group linkage in relation to the density of people, i.e. if
the group members stay close to each other (linked) as the density raises. This information is
interesting to evaluate the distribution of groups inside the crowd. For instance, if the global
measure of group linkage is low, it means that most of the group structures are disrupted and
the individuals are very diluted in the crowd. However, if the group linkage is high, it indicates
that most of the groups structures are maintained and the groups could be identified easier
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Figure 4.9 – Group structure percentage for each formation in relation to the density of
people for the Same Flow scenario.

when visualizing the crowd. We consider that a group is linked when its members keep
certain distance treshold TLk from each other, as explained in Section 3.2.2.

Figure 4.10 shows the average percentage of groups linkage in relation to the density
of people. The measure were made considering the same simulations described before,
using TLk = 1.8 meter4. The chart indicates that groups linkage is high when the density is
low. After reaching 1 agent/m2 of density, groups linkage starts to slightly decrease, but still
above 90% for higher densities.

Figure 4.10 – Groups linkage percentage in relation to the density of people for the Same
Flow scenario.

4Usually, the group members keep a distance of about 1.2 meter between each other in our tests, so the
chosen treshold value represents 50% above the regular distance.
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4.4.2 Cross Flow

In this scenario, we considered the same parameters used for the previous simulations
(Section 4.4.1), however, in this case, the pedestrians will be added in both sides of the
corridor, and will have goals disposed in the opposite side in which the agent has started.
This way, the pedestrians will have to cross each other during the simulation in order to
achieve its objective. Figure 4.11 presents the groups structure average percentage in
relation to the density. In this case, we noticed that the Side by Side formation appears
less often if compared to the Same Flow scenario (Figure 4.9), and also, the River-Like
and groups with no formation curves rises earlier (and higher for groups without formations)
in Figure 4.11. This happens because of the interference caused by the crossing between
other groups and individuals, restricting the space for the group to perform more comfortable
formations.

Figure 4.11 – Group structure percentage for each formation in relation to the density of
people for the Cross Flow scenario.

As described in Section 4.4.1, we also measured the group linkage for the Cross Flow
scenario. Figure 4.12 demonstrates the groups linkage average percentage over density
of people. It is possible to notice that most groups keep linked in low and medium density
situations, but the link starts to disrupt for higher densities, descreasing up to 80% - 10% less
if compared to the Same Flow scenario (Figure 4.10).

4.4.3 Circular Flow

In this simulation scenario, we disposed the goals forming a circle shape, where the
agents keep moving from one goal to another, creating a circular trajectory. Gradually,
individuals and groups are added to the simulation, always walking from one goal to the
next one located in clockwise, until we have 100 agents in total. Next, we start to increase
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Figure 4.12 – Groups linkage percentage in relation to the density of people for the Cross
Flow scenario.

gradually the speed of all agents, making they walk faster and faster. The simulation
finishes when it reaches the desired average speed of 4 m/s. Figure 4.13 demonstrates the
simulation scenario, where the agents are moving clockwise while trying to perform the most
suitable formation. The simulations achieved an average density of people of approximately
0.58 agents/m2. The objective of this simulation case is to observe if the agents’ speed could
influence the group linkage in low density situations.

Figure 4.13 – Circular Flow simulation scenario, where all individuals and groups move
clockwise.

Figure 4.14 shows the groups linkage percentage average in relation to the average
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desired speed of all individuals and groups. The simulation sample presented an average
error of 2.3%. According to the chart presented in Figure 4.14, the groups linkage stay
elevated for regular speeds, but starts to decrease as the average speed increase until
nearing 70%. This means that as the speed increase, the more difficult is for the groups
members stick together, since other agents could interfere in other groups structure while
trying to perform their own.

Figure 4.14 – Groups linkage percentage in relation to the desired average speed for the
Circular Flow scenario.
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5. FINAL CONSIDERATIONS

We presented a model able to provide procedurally coherent group behaviors in a
semantic 3D environment. Only the environment is manually created, while all agents
and groups behaviors can be automatically generated. Each group is able to perform
different behaviors (Side by Side, V-Like, River-Like) according to the situation, while
avoiding collision with other groups and objects in the space. Obtained results can be easily
visualized in real-time using the 3D framework.

The main contributions of this work are to generate simulations with few user intervention,
that allow the animator to be focused on the big picture and in the first plan characters, and
provide group behaviors considering characteristics of the environment. Besides that, our
model can be applied in games in order to coherently populate several sorts of environments.
Another contribution is that our model is able to reproduce virtual humans moving in groups
in order to allow social interactions between the members, while most studies analysed the
crowd as a collection of isolated individuals.

Results showed that our model can deal with many different situations: from simpler
cases, like pedestrians passing through a door, to more complex cases, like simulating a
party with several groups of people. We noticed that group structures have direct correlation
with the density of people, confirming the assertions presented in the study of Moussaid et
al. [35]. Our results showed that the Side by Side formation is more likely to appear when
the density of people is low, once the group members have enough space to perform it.
When the density starts to raise, the V-Like formation is performed more often, and for
higher densities, River-Like formation and groups with no formation at all appears with high
frequency.

Another finding is that when people are walking all in the same flow, the group structure
do not suffer many interference, once the others pedestrians are heading in the same
direction, without cross each other. However, when groups of pedestrians are moving in
opposite directions, the group structure is compromised by the other pedestrians coming
from the contrary flow, also making difficult for the members to stick together. We also
noticed that the speed in which the crowd is moving could influence the group structure,
and it gets more difficult for the group members to stick together as speed increases. For
instance, in an emergency situation, members of a family could be separated easier if the
people in the crowd are trying to run toward the exit due to a fire.

Currently, our model is only able to simulate formations for groups up to 3 agents. We
intend in a future work to include formations that involves more than 3 agents, either while
moving or arranged in conversational groups. We also want to reproduce behaviors based
on agent’s type, i.e. group behaviors can vary according to the type of agents that compose
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each group, e.g. a married couple with a kid have a different behavior then a group of
teenagers or a group of older people.

Finally, we are able to create a model capable of simulating inter and intra group
behaviors using semantic informations in the environment, that is also useful for generating
visual results in our latest researches.

During the master program experience, the author of this dissertation was involved in
several researches in computer graphics, resulting in five published papers (see Appendix
A). The research provided the opportunity of visiting the University of South Brittany (UBS)
facilities for three month period (December to February, 2012/2013).
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