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AN EMPIRICAL STUDY ABOUT THE IMPACT OF GENDER DIVERSITY
IN SOFTWARE DEVELOPMENT TEAMS

ABSTRACT

Diversity is a subject that different areas of knowledge in society have widely dis-
cussed. Studies say that diverse teams deliver better results but also show that there are
gender biases that impact hiring decisions or that women in Open Source are sometimes
less likely to have their code accepted. Discussions and research on diversity in Software
Engineering have also been presenting results to make the area more equalitarian. In the
context of empirical research on human and social aspects of Software Engineering, us-
ing a constructivist approach, this research aims to understand and describe which factors
in software development teams can be more impacted by gender diversity. We performed
two systematic mapping reviews, a case study with 14 software development teams, and a
survey. We collected data from practitioners in the Software Engineering industry in multi-
ple ways, allowing us to perform quantitative and qualitative analysis. Thus, this research
aims to contribute to the scientific community by describing the behavior and performance of
software development teams related to gender diversity based on data collected in the field.

Keywords: Software Engineering, Diversity, Gender, Empirical Research, Quantitative, Qual-
itative.





UM ESTUDO EMPÍRICO SOBRE O IMPACTO DA DIVERSIDADE DE
GÊNERO EM TIMES DE DESENVOLVIMENTO DE SOFTWARE

RESUMO

A diversidade é um assunto amplamente discutido em diferentes áreas do conheci-
mento da sociedade. Estudos dizem que a diversidade torna as equipes melhores e oferece
melhores resultados, mas também mostram que há preconceitos de gênero que afetam as
decisões de contratação ou que as mulheres em Open Source, às vezes, têm menos pro-
babilidade de ter seu código aceito. Discussões e pesquisas sobre diversidade na Enge-
nharia de Software também têm apresentado resultados para tornar a área mais igualitária.
No contexto da pesquisa empírica sobre os aspectos humanos e sociais da Engenharia
de Software, utilizando uma abordagem construtivista, deseja-se compreender e descre-
ver quais fatores nas equipes de desenvolvimento de software podem ser mais impactados
pela diversidade de gênero. Realizamos duas revisões sistemáticas de mapeamento, um
estudo de caso com 14 equipes de desenvolvimento de software e um Survey. A coleta
de dados de profissionais da indústria de Engenharia de Software foi realizada utilizando
diversas abordagens, permitindo realizar análises quantitativas e qualitativas. Dessa forma,
esta pesquisa visa contribuir com a comunidade científica ao descrever o comportamento
e desempenho das equipes de desenvolvimento de software em relação à diversidade de
gênero, tendo como base, dados coletados em campo.

Palavras-Chave: Engenharia de Software, Diversidade, Gênero, Pesquisa Empírica, Quan-
titativo, Qualitativo.
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1. INTRODUCTION

1.1 Motivation

There has been an increasing awareness that software engineering is multidisci-
plinary, a "social activity," and "essentially a human activity," and that Software Engineering
(SE) researchers must make observations in the "real world." Consequently, the Software
Engineering field has now widely embraced these alternative approaches to study human
aspects [125].

Software engineering involves real people in real environments. People create
software, people maintain software, people evolve software. Accordingly, to truly understand
software engineering, it is imperative to study people - software practitioners as they solve
real software engineering problems in real environments. This means conducting studies in
field settings[93].

Storey et al. [126] say Software Engineering is at the forefront of innovation and
research and involves the consideration of both human and technical aspects. The origins
of Software Engineering come from the 1950s and 1960s when the field emerged as a
sub-discipline of computer science and engineering. As such, it was highly technical and
focused on solving technical, logical, and mathematical problems and solutions. However,
seminal works have gradually drawn attention to the importance of developers and social
factors in Software Engineering [148, 121, 22, 33], as well as the need to understand soft-
ware development processes. Nowadays, software development is widely recognized as a
socio-technical endeavor [151]: many researchers consider both technical and human as-
pects of software development in their efforts to understand software engineering practices
and improve tools, and special-interest communities with a focus on human aspects (such
as the CHASE, International Conference on Cooperative and Human Aspects of Software
Engineering, community) have been formed.

Storey et al. [126] developed a strategy to understand how human aspects are
studied (or not). When applying the strategy to a cohort of papers from the Software En-
gineering community they found that, at the community level, the papers analyzed strongly
favour data strategies over strategies that directly study human and social aspects, and most
research contributions consist of the design or evaluation of technical solutions. So, they
propose that the community diversify the use of research strategies to have a deeper under-
standing of human and social aspects of software development practice while balancing the
design and evaluation of innovations on the technical side.

Software development teams are formed by different people and lately, it is being
discussed that we have under-represented groups such as gender, ethnicity, culture, and
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others [28, 146, 80, 79, 27, 50, 26, 139, 140, 138]. Diversity is being intensively discussed
in different knowledge areas of society and the discussions about it in Software Engineering
are increasing as well.

Diversity is highly valued in modern societies. Social cohesion, tolerance, and
integration are linked to tangible benefits including economic vibrancy and innovativeness.
Diversity is a complex issue, as groups can be diverse in terms of various attributes, such as
ethnicity, gender, age, and socio-economic background [4]. Furthermore, diversity can be a
divisive topic that is clouded by emotion, partisan loyalties, and political correctness, all of
which can hinder impartial discussions [54].

Page [106] says we cannot say if diversity is good or bad unless we first know
what diversity is. He defines two kinds of diversity. Cognitive diversity is the differences
in how we interpret, reason and solve. Identity diversity is defined as the differences in
race, gender, age, physical, capabilities, and sexual orientation. Page [105] says diversity
leads to better outcomes and identity diversity produces better outcomes indirectly. Identity
diverse groups do perform better than homogeneous groups when the tasks are primary
problem solving, when their identities translate into relevant tools, when they have little or no
preference diversity, and when their members get along with one another. These features
translate into high benefits of diversity and low costs. However, the connections between
identity diversity and cognitive diversity in mathematics, for example, do not seem obvious.
Can gender, race, ethnicity, or physical abilities influence the representations and analytical
tools that a mathematician applies? Yes. In mathematics research, identity is less pertinent
than academic training, however, it is possible that a person’s identity can influence how they
represent a mathematical problem as well as how they choose to solve it [105].

Also, in his studies, Page [105] found that a diverse group of problem solvers -
groups of people with diverse tools - consistently outperformed groups of the best and the
brightest. Forming two groups, one random (and therefore diverse) and one consisting of
the best individual performers, the first groups almost always did better. So, he says that in
his model, diversity trumps ability.

Gender diversity often refers to an equitable or fair representation of people of
different genders [129]. It most commonly refers to an equal ratio of men and women but may
also include people of non-binary genders. Non-binary is a spectrum of gender identities that
are not exclusively masculine or feminine — identities outside the gender binary [137].

The lack of an obvious logical connection between identity diversity and cognitive
diversity pertinent in areas of STEM - Science, Technology, Engineering, and Mathematics
does not mean that those areas do not need to be inclusive [106]. On the contrary, because
the mathematical community faces complex problems, it needs to be cognitively diverse.
Years ago, it was reckoned that the under-representation of women and some racial groups
in math and science was generally lacking in interest. "Women don’t want to become physi-
cal." Recently, some have attributed the low numbers to a lack of cognitive abilities. Current
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thoughts lead to the effects of limited opportunities and exposure, the absence of role mod-
els, and the effects of non-inclusive behaviors and discrimination. Conflicting ideological
positions between "diverse teams do better " or that "we should hire for skills" get nowhere.
It is necessary to understand the conditions under which the benefits of diversity take place
[106].

1.2 Research Questions

In the context of empirical research on human and social aspects of software engi-
neering, there is an opportunity to identify which factors benefit most from gender diversity
in software development teams. This research aims to understand and describe factors in
software development teams which can be more impacted by gender diversity, such as Pull
Request Sizes and Pull request Lead Time, through a constructivist approach. To achieve
that, this thesis intends to answer the following research question:

What are the impacts of gender diversity on the performance and results of software
development teams?

To help to answer this research question, the following sub-questions were defined:

• RQ1 What are the effects of gender diversity on software development teams when we
analyzed pull based metrics?

• RQ2What are the perceived benefits of gender diversity on software development
teams reported by individuals?

• RQ3 What are the perceived difficulties of gender diversity on software development
teams reported by individuals?

1.3 Goals

The main objective of this research is, through the use of empirical strategies, to un-
derstand and describe factors in software development teams which can be more impacted
by gender diversity.

To reach this goal, we identified the following specific goals:

• Deepen studies on human and social aspects in software engineering;

• To conduct a systematic literature mapping to understand the state of the art in soft-
ware engineering diversity studies;
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• To run a case study to observe in the field the impacts of gender diversity on software
development teams;

• To run a survey to observe in the field the impacts of gender diversity on software
development teams;

• To document and to report the results to the scientific community.

1.4 Volume Organization

The remainder of this document is organized as follows: Chapter 2 presents the
background on fundamental concepts. Chapter 3 describes the proposed research method-
ology for this work. Chapters 4, 5, and 6 present the studies undertaken to answer our
research questions. Chapter 7 discusses the results. Finally, Chapter 8 shows our conclu-
sion and final thoughts.
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2. THEORETICAL BACKGROUND

This chapter presents the background on the core concepts related to this research:
Software Engineering, Empirical Studies in Software Engineering, Social and Human As-
pects in Software Engineering, Diversity, Gender Diversity, Pull-based Software Develop-
ment, Pull request metrics, Repositories Activities, and Empathy.

2.1 Software Engineering

The IEEE Standard Glossary of Software Engineering Terminology [114], defines
Software Engineering as the application and studies for systematic, disciplined, quantifiable
approach to the development, operation, and maintenance of software; that is, the applica-
tion of engineering to software.

The discipline aims to enable the successful production of software, where the
criteria for success can include such quality characteristics as accuracy, appropriateness,
functionality, reliability, usability, efficiency, maintainability, and portability, as well as timeli-
ness, cost-effectiveness, customer satisfaction, or even political expedience [39].

Wohlin et al. [154] say Software Engineering is a cross-disciplinary subject. It
stretches from technical issues such as databases and operating systems, through language
issues, for example, syntax and semantics, to social issues and psychology. Software de-
velopment is human-intensive. It is a discipline based on creativity and the ingenuity of the
people working in the field. Nevertheless, we should, when studying and doing research in
Software Engineering, aim at treating it as a scientific discipline. This implies using scientific
methods for doing research and when making decisions regarding changes in the way we
develop software [154].

2.1.1 Social and Human Aspects in Software Engineering

Modern software engineering involves both human and technical aspects, the im-
portance of which is widely accepted by practitioners and researchers alike. At a community
level, software engineering researchers may be expected to choose a balance of research
strategies that capture both social and technical characteristics of software development
[127].

Easterbrook et al. [42] say Software Engineering is a multi-disciplinary field, cross-
ing many social and technological boundaries. To understand how software engineers con-
struct and maintain complex, evolving software systems, we need to investigate not just the
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tools and processes they use, but also the social and cognitive processes surrounding them.
This requires the study of human activities. We need to understand how individual software
engineers develop software, as well as how teams and organizations coordinate their efforts
[42].

Nowadays, we recognize software engineering as a socio-technical endeavor [151].
Social aspects are becoming an increasingly critical part of the software engineering prac-
tice and research landscape [46]. What is more, while we may expect that many of our
contributions are purely technical, somewhere, at some time, a software developer may be
affected by our work. It is crucial to account for the social aspects of software engineering
in our research, and we know that to capture them, we need appropriate driving research
questions and methods as well as a focus on relevant stakeholders [119].

Storey et al. [128] say social aspects can be approached methodologically by in-
ferring behavior from analyzing trace data of developers’ past activities (e.g., code commits,
code review comments, posted questions and answers on developer forums, etc.). But the
analysis of trace data alone is fraught with threats to validity as it shows an incomplete pic-
ture of human behavior, intent, and social interactions in software engineering. Furthermore,
trace data alone cannot be used to predict how a new solution may perturb an existing pro-
cess in industry settings, although relying on trace data can bring early insights about the
feasibility of a solution design. To appropriately capture and account for social aspects in
software engineering research, we need to use dedicated methods that directly involve hu-
man participants in our empirical studies [128].

Empirical studies can be used as a research strategy when the research objective
is related to the human and social aspects of Software Engineering [113]. Empirical research
is research that is based on observation and measurement of phenomena, as directly ex-
perienced by the researcher. The data thus gathered may be compared against a theory
or hypothesis, but the results are still based on real life experience. The data gathered is
all primary data, although secondary data from a literature review may form the theoretical
background [113].

2.1.2 The Software Team

DeMarco and Lister [41] say there is a tendency to use the word team consistently
and vaguely in the business area, calling any group of professionals assigned to work to-
gether a “team.” However, many of them do not resemble teams. There is no standard
definition of success or an identifiable team spirit. What is missing is a phenomenon called
consistency. A consistent team is a group of people so cohesive that the whole is greater
than the sum of the parts. When a team starts to be consistent, the probability of success
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increases, the team can become unbeatable, and certainly won’t need to be motivated. It
acquires speed and momentum [41].

DeMarco and Lister [111] argue that consistent team members are significantly
more productive and motivated than average. They share a common goal, a common cul-
ture, and, in many cases, a sense of belonging to an elite team that makes them unique
[111].

There is no infallible method for creating a consistent team [111]. However, there
are attributes commonly found in effective software teams. It is suggested that an effective
software team establish a sense of purpose, for example, all team members agree that their
goal is to develop software that will transform a product category and, as a consequence,
transform your company into an industry leader, they have a strong sense of purpose. An
effective team must also embody a sense of involvement that allows each member to feel
that their strengths and contributions are valuable. There is also the sense of trust. The
software engineers on the team must trust the skills and competence of their colleagues
and managers. The team should encourage a sense of improvement, periodically reflecting
on their approach to software engineering and looking for ways to improve their work [111].

However, not all teams become consistent. Jackman [81] says many teams suffer
from so-called “team toxicity,” defined by five factors that promote a potentially toxic team
environment: (1) a frenetic work atmosphere; (2) a high degree of frustration that causes
friction among team members; (3) a fragmented or inefficiently coordinated software pro-
cess; (4) a vague definition of roles within the team and (5) continual and repeated exposure
to failure.

The most effective software teams are diverse in the sense that they combine a
variety of different strengths. Highly skilled technicians are complemented by members who
may have a less technical background but better understand the needs of those involved
[111].

Pressman [111] say software teams often expend effort on the different character-
istics of their members. Some are extroverts, others introverts. Some gather information
intuitively, distilling broad concepts out of disparate facts. Others process information lin-
early, collecting and organizing minimal details of the data provided. Some feel comfortable
making decisions only when a logical and orderly argument is presented. Others are intu-
itive, used to making decisions based on insight. Some developers want a detailed schedule
filled with organized tasks that allow them to get to the closure of some element of the
project. Still, others prefer a more spontaneous environment, in which results and open-
ended questions will suffice. Some work hard to complete the steps well ahead of the set
date, thus avoiding stress as the deadline approaches, while others are spurred on by the
rush to make it to the deadline. It is important to note that recognizing human strengths is
the first step towards creating consistent teams [111].
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2.1.3 Software Engineering Metrics

Software metrics are quantitative measures that allow verifying the effectiveness of
the software process [111]. Basic quality and productivity data is collected, which is ana-
lyzed against past averages and evaluated to determine whether the quality and productivity
improvements have occurred [111]. Metrics are also used to pinpoint problem areas so that
fixes can be developed and the software process improved [111].

The analysis of metrics is essential so that assessments are not subjective. With
measurement, we can detect trends (both good and bad), the estimates can be better, and
significant improvements can be obtained over time [111].

We can apply measurements to the software process to continually improve it [111].
We can use them during a software project to support estimation, quality control, productivity,
and project control. Software engineers can also use them to assess the quality of artifacts
and assist in tactical decision-making as the project progresses [111].

In the context of the software development process and projects, a software team
is primarily concerned with productivity and quality metrics [111]. Software development
output is measured as a function of effort and time applied, and fitness-for-use measures of
the artifacts produced. For planning and estimating purposes, the interest is historical. What
was the productivity of software development in past projects? What was the quality of the
software produced? How can productivity and quality data from the past be extrapolated to
the present? How can this help make more accurate plans and estimates? [111].

2.1.4 Pull-Based Software Development

The case study we will present in Chapter 5 rely on quantitative analysis of data
extracted from software development teams code repositories. Those data are based mainly
on Pull Requests submitted by the different team members to the code repositories of the
team. Considering this, it is essential to contextualize pull-based software development, pull
requests, and how they unfold for this research.

Software Engineering methodologies rely on version control systems such as git
to store source code artifacts and manage changes to the codebase [104]. The pull-based
development model [12] is widely used in distributed software teams to integrate incoming
changes into a project’s codebase [60].

The pull-based software development model, exemplified and popularized by GitHub
1, decouples a software development task from the decision to incorporate its results in the

1https://www.github.com
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codebase: when the software development task is completed, its author submits a pull re-
quest [49]. A pull request is the ability to propose changes to a remote codebase, which
is often the one considered to be the central repository. A pull request is based on those
changes, or delta, between a locally cloned codebase and the target central repository. As
its name indicates, a pull request is not an immediate change in the codebase but a request
for it [104].

Pull-requests are used in many scenarios beyond basic patch submission, e.g.,
conducting code reviews, discussing new features [60]. Pull requests include chunks of
source code, history of changes, log messages around a proposed change of the main-
stream codebase, and much discussion on whether to integrate such changes or not [104].
When team members open a pull request, they propose changes and request that someone
review and pull in the contribution and merge them into their branch [57]. The decision to
merge the pull request is ultimately taken by people in the roles of core developers (those
who directly perform changes in the codebase) or integrators (those who are responsible for
integrating the changes into the codebase) [104].

Pull Request Metrics

Pull request metrics are important for software development. They can tell a lot
about the efficiency of the development process and the teams’ speed and capacity.

Pull Requests are part of the development workflow. It consists of comparing the
changes of a branch with the repository’s base branch. Pull Requests provide useful and
actionable metrics[94].

We opted for using Pull Request Size and Pull Request Lead Time as the pull
request metrics in this research, once they could be easily extracted from the repository
data we had access. Their definitions follows:

• Pull Request Size (PRS) is the number of lines involved or the number of added/deleted
lines [71]. The highest the number, the bigger is the pull request. Large pull requests
carry more risk when deploying to production and are more challenging to review,
merge, and release. Deploying pull requests of a reasonable size enables the team to
review and ship new features at a faster cadence and with greater confidence [56, 68].

• Pull Request Lead Time (PRLT) metric gives an idea of how many times (usually
in days) pull requests take to be merged or closed [68].It is the time between the
first commit on a branch and the merge action of a pull request on that branch. The
timestamp of the first commit on a branch is subtracted from the timestamp on the
merge action of the pull request [56]. It differs from Time to Merge, which is how much
time it takes for the first commit of a branch to reach master [56, 68] .
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There are some others pull request metrics as Pull Request Flow Ratio and Pull
Requests Discussions [68]. We decided for Pull Request Size and Pull Request Lead Time
once were the ones we had enough information in our dataset to measured.

2.2 Diversity

Page [106] defines cognitive diversity as the differences in how we interpret, rea-
son, and solve problems. He defines identity diversity as the differences in race, gender,
age, physical, capabilities, and sexual orientation. Hewlett et al. [75] distinguishes be-
tween acquired and inherent diversity. Acquired diversity consists of experiences, along with
learned behaviors and traits. We choose some acquired differences. Others we obtain by
chance. Inherent diversity consists of immutable attributes: race, age, physical qualities,
gender, ethnicity, and sexual orientation. Jehn et al. [82] distinguishes between social cate-
gory diversity, informational diversity, and value diversity. Social category diversity or identity
diversity refers to differences in age, race, gender, ethnicity, physical qualities, sexual orien-
tation, and religion. This differs from inherent diversity in that some types of social diversity,
notably religion, can be acquired. Informational diversity refers to differences in knowledge
and perspectives. Value diversity corresponds to differences in principles and standards.

Page [105] says diversity leads to better outcomes and that identity diversity pro-
duces better outcomes indirectly. Any claim that identity diversity creates collective benefits
requires two links. The first link connects identity diversity to cognitive diversity. The sec-
ond link connects these diverse talents to relevant problems. We can take the connection
between identity and cognition too far. Identity diverse people can think alike, and people
belonging to the same race, age, gender, religion, and social class can also think differently.
For the second link, identity difference can contribute to better outcomes only if the task is
appropriate, and it happens in problem solving and prediction. Page [105] also says in many
cases, identity diverse groups do perform better than homogeneous groups, and those situa-
tions are far from random. Identity diverse groups perform better when the tasks are primary
problem solving, when their identities translate into relevant tools, when they have little or no
preference diversity, and when their members get along with one another. These features
translate into high benefits of diversity and low costs.

2.2.1 Diversity Impact on Teams

Page [106] reviews 50 years of empirical studies on team performance, where the
direct effects of diversity are tested. We list some of them below:
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Empirical evidence for the benefits of cognitive diversity and identity diversity takes
many forms. They include correlational data, controlled experiments, and case studies. In
some domains, prediction, in particular, the evidence for the significance of the diversity
bonus is unequivocal. As expected from the theory, the direct evidence for identity diversity
bonuses will be more mixed. It will exist in some cases but not in others. However, we should
not view empirical evidence as a final arbiter. Data reveals the world as it is, not as it could
be [106].

For more than two decades, organizational scholars have noticed that the predom-
inance of teamwork has increased. An example from the creative area: teams of three or
more composers wrote most of the top 100 hits on the Billboard. Teams perform better.
When teams compete with individuals, they usually win as they can extract more extensive
cognitive repertoires. A team has more information, ideas, knowledge, and ways of thinking
than a single individual. A team can access more perspectives and more tools. This abun-
dance of cognitive tools allows teams to produce more ideas and find improvements in the
ideas found [106].

A study by McKinsey & Company [78], analyzes the senior management teams
of 366 companies in the United States, United Kingdom, Canada, and Latin America and
finds a positive linear relationship between diversity and financial performance. Top quartile
companies for gender diversity outperform those in the bottom quartile by 15%. Companies
in the top quartile for ethnic diversity outperform those in the bottom quartile by 35% [106].

The literature that analyzes racial and cultural diversity and the economic perfor-
mance of cities and regions also shows a correlation. Racial diversity significantly improves
performance in advertising, finance, entertainment, legal services, healthcare, hotels, bars
and restaurants, and computer manufacturing. Industry-level analysis suggests that racial di-
versity improves performance in problem-solving, creative thinking, and understanding cus-
tomers. As one would expect from the logic of diversity bonuses, increasing racial diversity
does not increase performance in industries that involve physical labor (Page [106] apud
Sparber, 2009).

2.2.2 Gender Diversity

Gender diversity often refers to an equitable or fair representation of people of
different genders [129]. It most commonly refers to an equal ratio of men and women but may
also include people of non-binary genders. Non-binary is a spectrum of gender identities that
are not exclusively masculine or feminine — identities outside the gender binary [137].

Page [105] says that identity differences lead to experiential differences that in turn
create tool differences. We can see this in the context of gender differences. Most people
treat and react to men and women differently. Because we treat men and women differently,
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we provide them with different experiences. As a result, they learn to think about situations
differently. Men and women may differ in the tools they choose to acquire, yet this does not
in any way imply that they differ in the perspectives, heuristics, interpretations, and predictive
models they could acquire [105].

Mendez et al. [95] say social diversity has a positive effect on productivity, team-
work, and quality of contributions. Also, their research shows that gender diversity positively
affects productivity in Open Source Software (OSS) communities. Kohl and Prikladnicki
[122] mapped how the Software Engineering community have studied the subject from 2001
to 2018, reaching 221 studies, most of them, 129, focusing on diversity and agile method-
ologies. In Chapter 4 we present a recent Systematic Mapping, considering the period of
January 2010 to March 2020, with publications in Software Engineering focusing mainly on
gender issues.

Women in Computing

Women had a strong presence in computer science programs in the United States
and Brazil until the mid-1980s when the trend reversed, and the area became occupied
mainly by men. This situation gradually began to attract some higher education institutions,
such as Carnegie Mellon University, in Pennsylvania, in the United States, which was one of
the first to try to understand and reverse this imbalance in its computer science programs.
The movement, over time, spread to other institutions, including Brazil [5].

The need to have more women in computer science is not just a matter of gender
equity but also an economic one. The number of computer courses grew 586% in the last
24 years in Brazil [5]. The percentage of women enrolled in these courses decreased from
34.8% to 15.5%, according to data from the National Institute for Educational Studies and
Research (Inep) of the Ministry of Education (MEC). The scenario is similar in the United
States. The estimation for 2020 was approximately 1.4 million vacancies in the informa-
tion technology area and a labor deficit of around 1 million professionals, according to the
organization Code.org [5].

Women were once the majority in computer science courses at some of the main
universities in Brazil. In 1974, 14 of the 20 students who graduated from the first class of the
bachelor’s degree in computer science at USP’s Institute of Mathematics and Statistics (IME)
were women. In 2016, however, of the 41 students who completed the course, only six were
women. Researcher Claudia Bauzer Medeiros, from the Institute of Computing at the State
University of Campinas (IC-Unicamp), says that the case of women in this field clashes
with other STEM areas (Science, Technology, Engineering, and Mathematics - Science,
Technology, Engineering, and Mathematics) because they were already the majority in the
course [5]. This phenomenon follows the same movement observed in the United States.
According to data from the National Center for Education Statistics in that country, women
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represented nearly 37% of all undergraduate computer science students between 1984 and
1985. At the same time, data from the American Bar Association, American Association
of Medical Colleges and the National Science Foundation point to growing participation of
women in higher education courses in the fields of law, physical sciences, medicine, and
computer science between the 1960’s and 1980’s [5].

However, from 1985 onwards, while the incidence of women in other courses con-
tinued to increase, exceeding 40% in 2015, in computer science, the movement turned to
a fall, going from about 35% to less than 20% in 2015. The primary explanation for the
phenomenon, both in Brazil and in the United States, would be in the 1980s, with the popu-
larization of personal computers [5].

Then huge calculating machines, after the end of World War II (1939-1945) com-
puters were mainly used in activities associated with the secretarial function, such as data
processing and electronic tabulation. The predominance of women was evident. When cal-
culating the payroll of companies, for example, they used to write codes that would later be
transformed into punched cards to be read by machines [5].

In the mid-1980’s, with the arrival of the first personal computers, this scenario
changed. A 1985 report produced by the National Center for Education Statistics found that
boys in the United States were much more likely to use these machines at home than girls,
possibly because the manufacturers’ marketing was primarily aimed at them. This may have
contributed to the men’s learning and interest in programming. Over time, the notion that the
programming activity was male became the standard narrative, contributing to the forgetting
of the names of female characters with essential contributions to the field [5].

Marie Hicks [76] says women were the computer industry’s largest technically
trained workforce during World War II and into the mid-1960s. They operated room-sized
electromechanical computers that cracked codes, worked out military logistics, and did bal-
listic calculations. They later went to work for civil service departments, operating the com-
puters needed by the government to collect data and process it correctly, which was seen
as "unskilled and highly feminized work." Management considered women ideal for the com-
puter industry because they didn’t think they needed any career. The expectation was that a
woman’s career would be short because of marriage and children, which meant a workforce
that would not be frustrated or demand higher promotions and salaries [76].

In the 1970’s, there was a change in mindset, and women were no longer welcome
in the workplace: government and industry had understood the capabilities of computers
and wanted to integrate their use at the managerial level [76]. Women would not be placed
in charge of computers as they were seen as low-level workers. Women were systematically
eliminated and replaced by men who were paid more and had better jobs [76].
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3. RESEARCH METHODOLOGY

In this chapter, we discuss aspects related to the research methodology followed
in this thesis. In Section 3.1 we explain the research methods used in this work. Section 3.2
depicts the research design.

3.1 Methodological Background

We used the following research methods for this thesis: systematic literature map-
ping study, case study, and survey. We explain each one as follows.

3.1.1 Systematic Literature Mapping Study

Kitchenham and Stuart [87] define a systematic literature mapping study (also re-
ferred to as a scoping study) as a broad review of primary studies in a specific topic area
that aims to identify what evidence is available on the topic. Petersen et al. [107] say sys-
tematic mapping study provides a structure of the type of research reports and results that
have been published by categorizing them and often gives a visual summary, the map, of
its results. It often requires less effort (than a systematic literature review) while providing a
more coarse-grained overview [107].

The main goal of systematic mapping studies is to provide an overview of a re-
search area and identify the quantity and type of research and results available within it.
Often one wants to map the frequencies of publication over time to see trends. A secondary
goal can be to identify the forums in which research in the area has been published [107].

The Systematic Mapping Process

Petersen et al. [107] say the essential process steps for a systematic mapping
study are the definition of research questions, searching for relevant papers, screening of
papers, keywording of abstracts, and data extraction and mapping (Figure 3.1). Each pro-
cess step has an outcome, the final outcome of the process being the systematic map.
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Figure 3.1: Systematic mapping Process, by Petersen et al. [107]

The primary studies are identified by using search strings on scientific databases or
browsing manually through relevant conference proceedings, or journal publications [107].
Inclusion and exclusion criteria are used to exclude studies that are not relevant to answer
the research questions [107].

Keywording of abstracts (Classification Scheme) [107] is a way to reduce the time
needed in developing the classification scheme and ensuring that the scheme takes the
existing studies into account. Keywording is done in two steps. First, the reviewers read
abstracts and look for keywords and concepts that reflect the paper’s contribution. While
doing so, the reviewer also identifies the context of the research. When this is done, the set of
keywords from different papers are combined together to develop a high-level understanding
of the nature and contribution of the research. This helps the reviewers come up with a set
of representative categories of the underlying population. When abstracts are of too poor
quality to allow meaningful keywords to be chosen, reviewers can choose to study also the
introduction or conclusion sections of the paper. When a final set of keywords has been
chosen, they can be clustered and used to form the categories for the map [107].

In the context of this research, two systematic literature mapping studies were per-
formed. The first one, at the beginning of the process, focusing on diversity in a broader
way and aiming to understand the state of studies related to diversity in software engineer-
ing. The study was published in CHASE 2019 [90]. A second one in 2020, narrowing the
focus to gender diversity and aiming to see how the studies evolve in. These two systematic
mapping studies support addressing all the research questions of this thesis.

3.1.2 Case Study

A case study is an empirical inquiry that investigates a contemporary phenomenon
within its real-life context, especially when the boundaries between phenomenon and context
are not clearly evident [155]. Its designs can be single-case or multiple-case studies, and
they may entail a single unit or multiple units of analysis[155].

Yin [155] says research questions focusing on "what" questions, can be exploratory
questions. This type of question is a justifiable rationale for conducting an exploratory study,
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the goal being to develop pertinent hypotheses and propositions for further inquiry. As an
exploratory study, an exploratory case study can be used as a research strategy.

Runeson et al. [116] say case studies are, by definition, conducted in real-world
settings and thus have a high degree of realism, mostly at the expense of the level of control.
The data collected in an empirical study may be quantitative or qualitative. Quantitative data
involves numbers and classes, while qualitative data involves words, descriptions, pictures,
diagrams, etc. Quantitative data is analyzed using statistics, while qualitative data is ana-
lyzed using categorization and sorting. Case studies tend mostly to be based on qualitative
data, as these provide a richer and deeper description [116]. However, Yin [155] say case
studies can include and even be limited to quantitative evidence. In fact, the contrast be-
tween quantitative and qualitative evidence does not distinguish the various research strate-
gies. Note that, as analogous examples, some experiments and some survey questions
rely on qualitative and not quantitative evidence. Likewise, historical research can include
enormous amounts of quantitative evidence.

Case Study Research Process

Runeson et al. [116] say when conducting a case study, there are five major pro-
cess steps to be walked through:

1. Case study design: objectives are defined, and the case study is planned.

2. Preparation for data collection: procedures and protocols for data collection are defined

3. Collecting evidence: execution with data collection on the studied case.

4. Analysis of collected data

5. Reporting

This process is almost the same for any kind of empirical study. However, as case
study methodology is a flexible design strategy, there is a significant amount of iteration over
the steps. The data collection and analysis may be conducted incrementally. If insufficient
data is collected for the analysis, more data collection may be planned, etc. [116].

3.1.3 Survey

Survey research is the process of conducting research using surveys that are sent
to respondents by the researchers [10]. The data collected from this process is then ana-
lyzed in order to draw conclusions. Surveys are also favored for "what" questions [155].
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Kitchenham et al. [108] say the survey is not just the instrument (the questionnaire
or checklist) for gathering information. It is a comprehensive system for collecting information
to describe, compare or explain knowledge, attitudes, and behavior.

Thus, the survey instrument is part of a larger survey process with clearly defined
activities [108]:

1. Setting specific, measurable objectives

2. Planning and scheduling the survey

3. Ensuring that appropriate resources are available

4. Designing the survey

5. Preparing the data collection instrument

6. Validating the instrument

7. Selecting participants

8. Administering and scoring the instrument

9. Analyzing the data

10. Reporting the results.

3.2 Research Design

This section describes the research design of this thesis. First, an overview of the
research design is presented, based on the model proposed by Wohlin and Aurum [153].

The process of preparing research involves several decision points. Wohlin e Au-
rum [153] illustrate some important decision points when conducting empirical research in
software engineering. These decision points are grouped into three phases: strategy, tacti-
cal, and operational.

• The strategy phase involves a plan that gives direction to the researcher for the tactical
and operational phase of the research. This phase enables the researcher to conduct
the research systematically and to position it in relation to different general approaches
to research [153].

• The tactical phase involves decisions on how to operationalize the research activities
in terms of how to approach the research questions more specifically. The decision
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points are the research process and research methodology. The tactical decisions en-
able the research to achieve the research goal. The tactical phase focuses on selecting
the actual process and methodology to use to achieve the research goal [153].

• The operational phase involves decisions on actions that will be taken when imple-
menting the research, including data collection methods and data analysis techniques.
Thus, actually planning the details and collecting the data to be able to respond to the
stated research questions. The operational phase is focused on actually carrying out
the empirical research by collecting and analyzing the data [153].

Figure 3.2 presents the research design diagram to conduct the study proposed in
this thesis, based on the model proposed by Wohlin and Aurum [153]. Figure 3.3 presents
the research roadmap for each phase and decision point through time.

Figure 3.2: Research Design. Source: The Author.

Figure 3.3: Research Roadmap. Source: The Author.
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The research design for this thesis consists of quantitative and qualitative studies,
using a combination of the following methodologies: systematic literature map, case study,
and survey. Data collection happened through collecting data from code versioning reposito-
ries of the teams and data analysis through descriptive and inferential statistics. The survey
was used as a methodology and data collection strategy, and for data analysis, we used
thematic analysis. The three phases of the research design and respective decision points
are described in the next Sections.

3.2.1 Research Strategy Phase

The strategy phase enables the researcher to conduct the research systematically
and to position it in relation to different general approaches to research. The research strat-
egy involves decisions on research outcome, research logic, research purpose, and re-
search approach. The strategy phase sets the stage for the research [153]. The decision
points related to the strategy phase follow.

Research Question:

Formulation of the research question(s) is critical. A research question determines
or strongly influences the rest of the process in the research, including research method-
ology, data collection methods, and data analysis methods [153]. However, in practice, the
research question(s) may evolve during the research, and the researcher may need to adjust
the research question(s) several times to fit with the results of their findings [42, 116].

A research question may be related to a set of hypotheses, concepts, or relation-
ships between concepts or two phenomena that require clarification [153]. Easterbrook et al.
[42] argue that in an early stage of the research, the research question(s) tends to be explo-
rative, but once the researcher has a clear idea about the problem, the research question(s)
tends to search for the patterns, the relationships between the two phenomena or search for
a causal effect between the two phenomena. The research questions for this thesis were
presented in Section 1.

Research outcome (Decision Point 1):

The outcome of the research can be classified as basic or applied research. Basic
research is applied to a problem where the emphasis is the understanding of the problem
rather than providing a solution to a problem; hence the main contribution is the knowledge
generated from the research. This type of research tends to be less specific, and the out-
come of this type of research is knowledge [153]. Applied research is the type of research
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where the researcher provides a solution to a specific problem by applying knowledge with
the aim of improving existing practice or application. Applied research cannot stand alone;
it relies on basic research because it applies the scientific knowledge from basic knowledge
in an existing practice [153].

The outcome of this thesis is a basic research once the main goal is to understand
the impact of gender diversity in software development teams rather than providing a solution
to a problem. The main contribution is the knowledge generated from the research.

Research Logic (Decision Point 2):

Research logic refers to in which direction the research proceeds in terms of whether
it moves from general to specific or vice versa. There are two common ways of reasoning in
empirical software engineering research: deductive versus inductive research [153].

Deductive research works from the more general to the more specific. It allows
researchers to establish hypotheses by using theory. The researcher collects data to con-
firm or reject the hypothesis. Deductive research tends to lend itself to quantitative research
as it aims to test a theory [153]. Inductive research is based on inductive arguments, and
it moves from the specific to the general. The researcher infers theoretical concepts and
patterns from observed data. The researcher begins with specific observations, detects the-
oretical patterns, and develops some general conclusions or theories. Inductive reasoning
works from specific observation to a more general conclusion, which may lend itself to both
qualitative and quantitative research[153].

This thesis follows an inductive research approach. The study intends to observe
software development teams through surveys and historical data from repositories. From
the data collection and analysis, we try to understand processes, people, and software de-
velopment environment (specific observation), aiming to reach a more general conclusion.

Research Purpose (Decision 3):

The research purpose can be classified as exploratory, descriptive, explanatory,
and evaluation research methods and data analysis methods [32].

Exploratory research is applied when there is not much information available in the
topic area, and the researcher aims to gather some insights about the problem. The aim is
to explore the problem area and provide background information that can be used for the
descriptive or explanatory research [153]. Descriptive research is, as its name suggests,
applied to describe a phenomenon or characteristics of a problem. It is more focused than
exploratory research and goes further than exploratory research. The research questions
aim to describe the phenomena [32]. Explanatory research is applied when examining the
nature of certain relationships between the elements of a problem. The research questions
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aim to explain the phenomena [32]. Evaluation research aims to determine the impact of
methods, tools, or frameworks that may encompass the other three research purposes:
exploratory, descriptive, and explanatory research [44].

For this thesis, the decision point regarding research purpose is a combination
of descriptive and explanatory research, aiming to describe and explain the relationship
between software development teams and gender diversity.

Research Approach (Decision Point 4):

Wohlin e Aurum [153] point to three kinds of approaches in their research decision-
making structure: positivist, interpretivist (constructivist), and critical.

Positivist research advocates an objective approach and believes that research
is reliable if it can be repeated and another researcher would reach a similar conclusion
[88]. It tends to use quantitative methods. It tries to measure the world through empirical
data, formal propositions, and quantifiable measures of variables, hypotheses testing, and
the drawing of inferences about a phenomenon from a sample population [103]. Common
methods are controlled experiments, surveys, and archival data analysis. [153]. Interpre-
tivist research aims, also known as construtivist, aims to understand the human activities in
a specific situation from the participants’ perspective; hence it emphasizes the context [88].
It rejects the possibility of "objective" research and believes that research can be subjec-
tive. It assumes the behavior is influenced by the meanings people attach to events [103].
It aims to understand the deeper structure of a phenomenon within cultural and contextual
situations where the phenomenon is studied in its natural setting and from the participant’s
perspective without including the researcher’s prior understanding of the situation. It as-
sumes that the validity of research can be gained by gathering qualitative data that is rich
and in-depth [103]. It tends to use qualitative methods, e.g., interviews or ethnographies. An
interpretive case study or a survey may also fall in the exploratory and descriptive categories
as a research purpose [42]. Critical research aims to critically evaluate the existing system
based on the assumptions that social and cultural variables impact the existing system and
that the interconnections cannot be ignored. In critical research, knowledge is considered
subjective, depending on whose perspective the researcher takes and whose eyes view the
problem [21]. Critical research aims to reveal contradictions and conflicts within the existing
system, while positivist and interpretivist research aim to predict or explain the current situ-
ation. Critical research often involves long-term historical studies of organization processes
and structure. It tends to use qualitative methods and is likely to be a longitudinal study[103].

This thesis use an interpretivist approach, once its objective is to observe hu-
man aspects, more specifically, the impact of gender diversity, within software development
teams, in a real environment.
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3.2.2 Research Tactical Phase

The tactical phase involves decisions on how to operationalize the research activ-
ities in terms of how to approach the research question more specifically. The focus is to
select the process and methodology to achieve the research goal [153].

Research Process (Decision Point 5):

In general, there are two widely recognized research processes called quantitative
research and qualitative research. An alternative option is the combination of both qualitative
and quantitative research, denoted as mixed research [36].

Qualitative research is a matter of inquiry that aims to study social and cultural
phenomena. It is conducted when a researcher aims to understand the perspectives of their
research subjects. The main idea is that by gaining access to the perspectives of insiders,
researchers can also gain access to new ways of seeing the world [70]. Qualitative data
refers to verbal descriptions by reflecting the world as seen by participants. Qualitative re-
search involves the use of qualitative data collection such as interviews, written documents,
and participant observation to understand and explain social phenomena. Qualitative meth-
ods are well suited for building theory, writing detailed descriptions, explaining relationships,
and describing groups of norms, e.g., standards, models, and frameworks [153]. Quantita-
tive research involves studies that refer to collecting quantitative data directly or cases where
qualitative data is quantified to allow, for example, for statistical analysis [88]. The quantifica-
tion of qualitative data is one form of a mixed research process. The objective is to describe
the characteristics of the population and, in many cases, predict causal relationships. Quan-
titative research emphasizes using metrics, measuring with numbers, and analyzing data
by using statistical techniques. A mixed research approach involves studies collecting both
qualitative and quantitative data. Mixing may involve not only the type of research process,
research methods, and data analysis methods [36]

Considering the ways data was collected and analyzed, this thesis uses a mixed
approach in the research process. Further details will be given in Section 3.2.3 on the
Operational Phase.

Research Methodology (Decision Point 6):

An essential part of research is the decision on research methodologies, which
encompasses the combination of research methods, processes, and frameworks. For this
work, we used a combination of three different methodologies: systematic literature map,
case study, and survey.



46

3.2.3 Research Operational Phase

The operational phase research refers to the process of using data collection and
data analysis when investigating a research question [153].

Data Collection Methods (Decision Point 7):

The data collection method depends on the research question [14]. Data collection
methods may involve qualitative or quantitative data.

Lethbridge et al. [93] created a taxonomy for the data collection techniques where
each technique is categorized according to the degree of human contact it requires. The first-
degree contact requires direct access to a participant population. Second-degree contact
requires access to participants’ environment as they work, but without requiring either direct
access to participants or for participants and researchers to interact. Finally, third-degree
contact requires access only to work artifacts, such as source code or documentation [93].

Cost is a function of the effort required to collect the data, the record-keeping tech-
nique used, the amount of data produced, and the effort required to analyze the data [93].
In general, lower degree techniques are more expensive to use because they require more
time and effort from researchers and study participants. Methods that produce more data
require more time to analyze that data. Computer-based records are easier to analyze be-
cause software can be brought to bear on the data, more so than other data sources, such
as videotapes. Humans tend not to be reliable reporters, as they often do not remember past
events with a high degree of accuracy. Records of activities, such as tapes, work products,
and repositories tend to be more reliable. However, care must be taken when interpreting
these data sources as they may not be consistent, internally or with each other. Despite
their drawbacks, first-degree techniques are invaluable because of their flexibility and the
phenomenon they can be used to study. Existing logs and repositories are easy to use,
but the data available is highly constrained. Software engineers, on the other hand, can be
asked about a much wider range of topics [93]. Second-degree techniques lie somewhere
in between. However, all of these techniques can still be used for exploratory questions.
Finally, some contact with software engineers is necessary to find out what they think or
feel. More removed techniques can only tell you what they were doing. However, this is
not a problem if actions or work practice is the main interest of the study. Some inferences
can be made regarding cognition from behavior, but they need to be confirmed with direct
inquiries. In summary, each category of technique has its drawbacks, so it is necessary to
use the appropriate combination to provide the data necessary to provide evidence to an-
swer the research questions. First and second-degree techniques are more complex than
third-degree techniques, but in many situations, this is an argument in their favor [93].
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In this thesis, data were collected from different sources, and first-degree tech-
niques were used for the survey, and third-degree techniques were used for the case
study.

Data Analysis Methods (Decision Point 8):

Through the research methods, a lot of data may have been collected in qualitative
or quantitative form. The data provide insight and evidence into the phenomenon studied.
Once the data are collected, the researcher needs to analyze the data by using qualitative
or quantitative data analysis techniques [153].

Thematic analysis is widely used as a qualitative data analysis technique in empiri-
cal software engineering research as it provides a deeper understanding of the data content.
Braun and Clarke [19] describe thematic analysis as a method for identifying, analyzing, and
reporting themes within data. The authors describe six phases of the thematic analysis
process: familiarizing yourself with the data, generating initial codes, searching for themes,
reviewing themes, defining and naming themes, and producing the report. Thematic analy-
sis generally involves open coding, where the codes are used to organize themes.

Statistics is used for analyzing quantitative data. Data can be analyzed using de-
scriptive or inferential analysis [153]. The descriptive analysis involves summarizing data
by describing and aggregating data and presenting associations between the constructs.
Mean, median, mode, average, deviation, and variance are examples of methods used in
the descriptive analysis as well as different types of plots[153].

The inferential analysis involves, for example, statistical testing of hypotheses, re-
gression analysis and estimation using data mining techniques. Hypothesis testing is used to
make inferences about a population. Regression analysis refers to methods that help to un-
derstand how changes in one variable affect another variable. Data mining is an automatic
or semi-automatic approach to discern interesting data patterns using different statistical
techniques such as cluster analysis [153].

In this thesis, the data collected through the survey were analyzed qualitatively
through thematic analysis. To describe the Software Development Teams of the case
study, we will present the data distribution and measures such as mean, median, standard
deviation, minimum, maximum. Different cutouts for the number of team members, num-
ber of women in teams, number of men in teams. To explore the relations between gender
diversity and pull-based metrics of the Software Development Teams we will use regres-
sion analysis and hypothesis testing on the regression coefficients of the simple linear
regressions.
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3.3 Ethics Committee

This research is with human beings, and the approval of ethics committees is a
step not covered in the research design model by Wohlin and Aurum [153]. However, the
approval of the research protocol in the Ethics Committee of the University is mandatory and
we see it fitting as a step in the tactical phase.

The entire research project was submitted to the SIPESQ, the Research System
of PUCRS, under the number 9926, and received approval in June 2020. After that, it was
submitted to CEP, the Research Ethics Committee from PUCRS, under the CAAE number
33491720.0.0000.5336, receiving approval in June 2020, under number 4.110.771.

Appendix B presents the suggested research protocol where the steps for conduct-
ing the case study on the influence of gender diversity on the results of software develop-
ment teams and the factors that can be established are established. Appendix C presents
the survey protocol.



49

4. SYSTEMATIC LITERATURE MAPPING

In March of 2020 we ran a systematic literature mapping study on Gender Diversity,
considering the period from January 2010 to March 2020. The objectives were to nail down
which subjects related to software engineering are studied from the perspective of gender
diversity and also if similar studies were conducted and could complement our empirical
results. The Systematic Literature Mapping was conducted using the guidelines provided by
Petersen et al. [107].

4.1 Research Questions

The goal of this systematic literature mapping study is to determine what is reported
about gender studies in Software Engineering literature, focusing mainly on women. It leads
us to the following research questions (RQs):

• RQ1. Which is the frequency of publications in Software Engineering literature about
Gender and Women?

• RQ2. Which venues are used to publish about Gender and Women in Software Engi-
neering?

• RQ3: Which research topics have been most/less studied?

4.2 Data Sources and Search Strategy

The research started with defining a proper scope, which was initially set to cover
Software Engineering and Gender Diversity. It led to setting the preliminary mapping ques-
tions and identifying the keywords. The initial keywords were searched in well-known databases
such as ACM Portal and IEEE Xplore. Based on the search results, the research scope,
research questions, and keywords were refined, search strings were reformulated, and
searches were re-conducted. Moreover, the list of databases was expanded to collect as
many relevant papers as possible and to run the final string we included Scopus as well. In
parallel, a list of control papers was generated, which was used as a validation list to ensure
the reliability and relevancy of the searches and to evaluate the search strings.
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4.3 Search String

The search string was formulated by combining variations for "Software Engineer"
and "Software Engineering," gender, and also variations for "woman" and "gender." The
variations were included after partially testing the strings and notice that we retrieve different
results considering singular and plural. The final string is:

(woman OR women OR gender OR female) AND ("software engineering" OR "soft-
ware engineer" OR "software development" OR "software developer")

Furthermore, some limitations were applied to the searches. The publication year
was set to be between January 2010 to March 2020. This study was conducted in March
2020, so we have at least ten years of publications in the area.

4.4 Study Selection

We defined inclusion and exclusion criteria to perform the filtering in the results
obtained by running the search string in the chosen databases as the following:

• Inclusion Criteria

– Terms fulfill the search string or by similarity to the subject;

– Book, Academic journal, conference and workshop papers;

– Papers written in English;

• Exclusion Criteria

– Keywords and Abstracts which do not focus on software engineering or related
areas;

– Papers which do not focus on software engineering or related areas;

– Papers where the word diversity is not related to Gender Diversity;

– Proceedings; Courses; Standards; Panels;

– Format is not pdf.
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4.4.1 Control Papers

We generated a list of control papers that were used as a validation list to ensure
the reliability and relevancy of the searches and to evaluate the search strings. Researchers
in the area previously indicated those papers:

• Hill et al., "GenderMag experiences in the field: The whole, the parts, and the work-
load," [77].

• Mendez et al., 2018, "Gender in Open Source Software: What the Tools Tell," [96].

• Wang and Redmiles, 2019, "Implicit gender biases in professional software develop-
ment: an empirical study," [146].

• Carver and Serebrenik, 2019, "Gender in Software Engineering," [26].

4.5 Results

The result selection began from 921 papers returned by the databases after run-
ning the search string (IEEE Explorer: 338; ACM: 404; Scopus: 179). After applying the
inclusion and exclusion criteria over the titles, abstracts, and keywords, the number of pa-
pers diminished to 223 (IEEE Explorer: 66; ACM: 104; Scopus: 53). In the second round,
we eliminated the duplicated ones and also read the full papers (IEEE Explorer: 64; ACM:
7; Scopus: 55). Appendix A presents the final list with 126 papers.

4.5.1 Research Questions Answers

In this Section, we answer the research questions presented prior to this study.

RQ1. Which is the frequency of publications in Software Engineering literature about Gender
and Women?

Figure 4.1 shows the frequency distribution per year from January 2010 to March
2020. The distribution indicates increasing interest in the subject, and 2018 and 2019 are
the most prolific ones with 25 and 46 published studies, respectively. A highlight for 2018 is
the occurrence of the First Workshop on Gender Equality in Software Engineering during the
International Conference on Software Engineering (ICSE), contributing with seven papers in
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Figure 4.1: Papers per year - From January 2010 to March 2020

this systematic mappings. The same workshop contributed with ten papers in 2019. The In-
ternational Conference on Software Engineering (ICSE) itself contributed with five published
papers in 2018 and nine in 2019, the most significant number of contributions.

A hypothesis for the increasing interest in the research about the subject it is to
follow the social trend. In the last years, society began to talk intensively about diversity,
mainly in STEM (Science, Technology, Engineering, Mathematics) areas. Companies are
publishing annual diversity reports. Marissa Mayer took the CEO position at Yahoo! in 2012
and Sheryl Sandberg, the COO position at Facebook in 2012, among other events.

RQ2. Which venues are used to publish about Gender and Women in Software Engineering?

We found out 65 publications about the subject in conferences, 20 in workshops,
10 in Symposiums. We also have 18 papers in journals, nine in magazines, three in lecture
notes, and one book chapter. Table 4.1 shows the venues most target in which more than
two papers about Gender and Women in Software Engineering have been published from
January 2010 to March 2020.
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Table 4.1: Conferences and Journals in which more than two papers have been published
in the period of January 2010-March 2020

Type Acronym Conference/Journal Name Published Studies
Conferences ICSE International Conference on Software Engineering 17

ECSA European Conference on Software Architecture 6
FIE Frontiers in Education 4
GenderIT Conference on GenderIT 2
CHI ACM Conference on Human Factors in Computing Systems 2
CIbSE Ibero-American Conference on Software Engineering 2
EDUCON IEEE Global Engineering Education Conference 2
HICSS Hawaii International Conference on System Sciences 2
ICE/ITMC IEEE International Conference on Engineering, Technology and Innovation 2
IFIP AICT Advances in Information and Communication Technology 2
MSR Mining Software Repositories 2

SIGPLAN
ACM SIGPLAN International Conference on Systems,
Programming, Languages, and Applications: Software for Humanity

2

Workshops GE Workshop on Gender Equality in Software Engineering (ICSE Workshop) 17

CHASE
International Workshop on Cooperative and
Human Aspects of Software Engineering (ICSE Workshop)

2

Symposiums VL/HCC IEEE Symposium on Visual Languages and Human-Centric Computing 4
ESEM Empirical Software Engineering and Measurement 2

Journals Interacting with Computers 3
Journal of Computing Sciences in Colleges 2

Magazines IEEE Software 6
Books Book Chapters 1

RQ3: Which research topics have been most/less studied?

We were also interested in which research topics have been the most or less stud-
ied in the published papers. Table 4.2 shows the topics which were extracted from the
keywords, abstracts, and full text of the papers. Open Source Software (OSS) is on the
top of the list with 28 studies. They go from the bias of the inclusion to the characteriza-
tion of women’s participation in OSS communities. Career and education also topics with a
high number of papers, with topics fluctuating from career change and bias on the career
evolution and education to construct inclusion since formation.

4.6 DISCUSSION

When formulating the search string, we considered not only specific words that
refer to women (woman/women and female) but also the word gender. The idea was to
comprehend how much research on gender in software engineering is relying only on wom-
en/female studies or if the studies are also going beyond the binary gender model.

From the 126 papers selected, three papers use word female, nine use the word
women and seven, gender. Four mentions diversity more broadly, and one links the word
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Table 4.2: Topics observed in the published papers

Topic Published Studies Studies

Open Source Software 28
P[9], P[12], P[14], P[19], P[26], P[29], P[30], P[33], P[35], P[36],
P[37], P[46], P[48], P[51], P[54], P[55], P[59], P[67], P[92], P[96],
P[98], P[102], P[107], P[108], P[113], P[117], P[120], P[126]

Career 22 P[7], P[8], P[15], P[16], P[22], P[23], P[31], P[32], P[41], P[42], P[44],
P[45], P[47], P[57], P[63], P[64], P[70], P[80], P[83], P[87], P[91], P[110]

Education 20 P[4], P[5], P[6], P[18], P[20], P[24], P[49], P[50], P[52], P[60], P[69],
P[71], P[73], P[85], P[88], P[100], P[101], P[104], P[111], P[123]

Team Composition 18 P[1], P[2], P[25], P[34], P[38], P[56], P[68], P[82], P[84], P[86], P[93],
P[97], P[103], P[105], P[109], P[116], P[121], P[122]

Process 9 P[3], P[11], P[17], P[72], P[75], P[115], P[119], P[124], P[125]
Social Development 8 P[21], P[28], P[39], P[74], P[77], P[81], P[94], P[95]
Human-Computer Interaction 6 P[53], P[76], P[78], P[89], P[90], P[99]
Research 4 P[27], P[62], P[65], P[118]
Cultural 2 P[40], P[112]
Intersectionality 2 P[66], P[79]
Skills 2 P[13], P[106]
Social/Historical 2 P[43], P[114]
Emotions 1 P[61]
Performance 1 P[58]
Gender Prediction 1 P[10]

diversity to women only. However, 99 papers used the words gender, woman/women/female,
indistinctly considering binary gender studies. It means around 79% of the final list.

Few studies from the selected list bring brought the discussion to the light. Izquierdo
et al. P[36] mention the challenges of measuring gender diversity once gender is a complex
social construct; most studies reduce gender to binary and employ heuristics to determine
whether the individual is a woman or a man. Risks implied by this strategy are related to
the inherent imprecision of the heuristics to determine gender and the marginalization of
non-binary individuals. Kruger et al. P[10] also discuss the possible harm that automatic
gender identification systems might entail due to their inaccuracy and also given that they
are assuming a binary gender model. In a broader societal context, such systems have the
potential of furthering the erasure of non-binary people.

Draude et al. P[65] say that gender studies refrain from common, simplified, often
binary, heteronormative, reifications of gender. Also say gender itself should be understood
in its relation to other social categories, such as race, ethnicity, sexuality, class, disability,
considering the concept of intersectionality. Remedios et al. [115] say that intersectionality
theory states that social identities are interdependent and that the meaning of identities
derives from their relationship to one another. Only two papers from the mapping mention
intersectionality.

Few papers mention non-binary genders, often as a threat to validity, that a sim-
plified assumption that gender is binary was made for the paper. Wang P[74] made the
simplifying assumption that gender is binary and mentioned that as the limitations and draw-
backs of the study. Lin et al. P[95] cite the simplification assumption of the gender binary
between the threats to validity. Ford P[81] used a tool that reports the gender of the user is
male, female, unisex, or undetermined, and in their work, they reported females as women
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and males as men. Vasilescu P[98] says that a team can reach its maximal gender diver-
sity by having equally many female and male members when assuming a simplified, binary
gender. Vandana P[46] briefly mentions non-binary data. Kohl et al. P[13] differentiate
non-binary in the data presented in the paper as well.

Studies that talks about transgender software engineers are also rare. Ford et
al. P[31] present a position paper that identified three themes that resonate across the
trans experience and intersect with the advantages of working in software development re-
motely: identity disclosure, high-impact technical work, and the autonomy to disengage and
re-engage. Singh P[48] talks about women-only spaces in the open-source software com-
munity. Spaces dedicated to providing a safe environment for women, free from judgment,
abuse, hostility, and discrimination also explicitly welcome minorities and volunteer to be safe
spaces for them as well (the paper mentions explicitly trans and ethnic or racial minorities).

4.7 CONCLUSION

The importance of considering the social and human aspects of Software Engi-
neering is increasing, and discussions about gender diversity are gaining attention also in
Software Engineering structures. We presented a systematic mapping of the literature from
January 2010 to March 2020 about gender and women in Software Engineering. We iden-
tified a list of 126 qualified papers and evaluated them concerning how gender and women
studies pervade Software Engineering. We found out that 79% of the published studies
used the words gender, woman/women/female, indistinctly considering binary gender stud-
ies. However, few studies from the selected list bring the non-binary gender discussion to
the light. There are challenges once gender is a social construct, and most studies reduce
gender to binary (whether the individual is a woman or a man), risking a potential omis-
sion of non-binary people. Studies mentioning explicitly transgender individuals are also
uncommon. A list of the topics found in the papers was provided as well.
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5. CASE STUDY

The importance of collecting empirical evidence in studies involving human and
social aspects in software engineering is known. The influence of gender diversity on the
daily activities and deliveries of software development teams fits into this category of stud-
ies. What metrics, factors, and perceptions benefit or impact gender diversity in software
development teams? This case study focuses on the following research question:

• RQ1 What are the effects of gender diversity on software development teams when we
analyzed pull-based metrics?

We study 14 software development teams of Brazilian’s technology company, ana-
lyzing quantitative data from projects from their GitHub repositories using descriptive statis-
tics and regressions. As mentioned in Chapter 2 w opted for using Pull Request Size and
Pull Request Lead Time as the pull request metrics in this research, once they could be
easily extracted from the repository data we had access. We were interested in the effects
of gender diversity in the Pull Request Size (PRS) and Pull Request Lead Time (PRLT).
We wanted to understand if they increase, decrease, or have no impact by a more or less
gender-diverse team.

5.1 Data Collection

We selected 14 software development teams from a technology company from
Brazil, representing around 10% of the teams with repositories in the company’s GitHub.
The selection of these teams took into consideration (summarized in Table 5.1):

• The number of members represented almost 88% of active developers of the company;

• The number of repositories touched by these teams, which represented almost 52% of
active repositories;

• The activity in their repositories during the year 2020.

Table 5.1: Team Selection Filtering

Total Number Final Number Covered
People 435 381 87.59%
Teams 142 14 9.86%
Repositories 238 123 51.68%
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We analyzed data using descriptive statistical analysis and regression analysis for
estimating the relationships between a dependent variable and one or more independent
variables. We used Python scripts and GitHub APIs to extract data from the team’s repos-
itories and assembly a longitudinal dataset. We retrieved data from January 1st 2020 to
December 31st 2020, so we have one year of data for analysis. We followed the steps
below:

• Retrieve the identifiers of the selected teams from GitHub.

• For each team, we ran Python scripts which connected to GitHub APIs to retrieve:

– The teams’ members;

– The repositories the teams used to work with;

– The Pull Requests in these repositories in the period we considered;

– The files modified in these Pull Requests

We stored the data from each team in .csv files for processing and filtering, which
we will explain in the next Section.

5.1.1 Preprocessing

Anonymization

After retrieving the data, we anonymized the data. For the user login, we changed
the user identifier using concatenation in the following format: Gender_TeamNumber_UserId ,
where:

• Gender: M (man), W (woman)

• Team number: from 01 to 14

• User Id: from 01 to n, where n is the number of team members

For the team name data, we changed the team identifiers using concatenation in
the following format: T_TeamNumber , where the team number goes from 01 to 14.

Teams’ Data

We included the total number of team members (#TeamMembers), the total number
of men and women (#Men and #Women), and we calculated the Blau Index of each team,
as follows in the following subsection.
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Gender Diversity - Blau Index

We measure teams’ gender diversity using the Blau index [17], which is defined
as 1 −

∑n
i pi

2 where pi are the fraction of men and women team members. The Blau index
(for categorical variables) is frequently used to capture how diverse groups are, i.e., the
higher the measures, the more diverse team members are concerning a given attribute. For
example, a team consisting only of same-gender members is not at all gender diverse; in
contrast, a team can reach its maximal gender diversity by having equally many women and
men members (assuming a simplified, binary gender), regardless of team size. Using the
Blau index, gender uniformity is encoded as 0, while maximal gender diversity is encoded
as 0.5 [141].

Pull Request Lead Time (PRLT) Preprocessing

Using Python scripts for the data of each team, we followed the next steps:

1. We got every Pull Requests opened after January 1st 2020 and merged until December
31st 2020;

2. We calculated the lead time for each Pull Request using the timestamp of the first
commit on a branch subtracted from the timestamp on the merge action of the pull
request: pullMergedAt - pullCreatedAt;

3. We cast the result to days, for simplicity;

4. We used Pandas, a library for data manipulation and analysis to calculate the statistics
for each individual of the team: Min, Max, Mean and Standard Deviation;

5. Then we calculated the statistics for the entire team;

6. Last step, we grouped the Pull Requests of each team by gender (Women and Men)
and calculated the same statistics.

Pull Request Size (PRS) Preprocessing

Using Python scripts for the data of each team, we followed the next steps:

1. Once we could have multiple files modified in each pull request, we group them by the
Pull Request ID, and then we summed the number of changes (additions + deletions)
in each file, having the Pull Request Size.

2. We used Pandas, to calculate the PRS statistics for each individual of the team: Min,
Max, Mean and Standard Deviation;
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3. Then we calculated the PRS statistics for the entire team: Min, Max, Mean and Stan-
dard Deviation;

4. Last step, we grouped the PRS of each team by gender (Women and Men) and calcu-
lated the same statistics.

Outliers Removal

We used a visual approach to identify outliers. We plotted a scatter plot diagram
showing us the relation between the number of pull requests and the number of days to
merge and remove the outliers. Figure 5.3 shows the scatter plot before and after the re-
moval of the outliers. We removed entries where the Pull Request Size was higher than 800
and Pull Request Lead Time higher than 15 days, the limits we visually identified were too
different from most of the entries.

(a) With outliars

(b) No outliars

Figure 5.1: Dataset with and without outliars
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Dataset Consolidation

We consolidated the data in two datasets and made it available in a GitHub repos-
itory 1:

1. The first dataset has the results of the descriptive statistical analysis for each individual
of the Software Development teams considered in the study. For each individual, we
have the following data;

(a) TeamId, Gender, UserId, #TeamMembers, #Men, #Women, BlauIndex, PRSMin,
PRSMax, PRSMean and PRSStd, PRLTMin, PRLTMax, PRLTMean and PRLTStd

2. The second dataset is the data consolidation of each team, where we calculated the
descriptive statistics over the data of the individuals of the teams;

(a) TeamId, Gender, UserId, #TeamMembers, #Men, #Women, BlauIndex, PRSMin,
PRSMax, PRSMean and PRSStd, PRLTMin, PRLTMax, PRLTMean and PRLTStd

5.2 Data Analysis

This section describes the variables we observed to test our hypotheses and an-
swer our research question. Also, we describe the statistical modeling we used to analyze
the data. We present the result in Section 5.3.

5.2.1 Measures

Dependent Variables

The dependent variables (or response variables) result from the experiment where
the independent variable is manipulated. It is a factor whose variation is explained by other
factors.

For this study, we measured as dependent variables the Pull Requests Size (PRS)
and the Pull Request Lead Time (PRLT). The intention was to understand the effect of
gender diversity of the teams on these variables.

Independent Variables and Control Variables

The independent variable (or explanatory variables) is the factor manipulated in an
experiment by a researcher. It is used to determine the changes caused in the response

1https://github.com/karinakohl/ThesisData
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variable. The control variable is anything held constant or limited in a research study. It is a
variable that is not of interest to the study aims, but it is controlled because it could influence
the outcomes.

To answer the research question, we considered Gender Diversity as the indepen-
dent variable and the Team Size as a control variable. We measure teams’ gender diversity
using the Blau index [17], as mentioned in Section 5.1.1. The Team Size means the number
of contributors in a team during 2020.

5.2.2 Hypotheses

From the literature, we know large pull requests carry more risk when deploying to
production and are more challenging to review, merge, and release. Deploying pull requests
of a reasonable size enables the team to review and ship new features at a faster cadence
and with greater confidence [56].

The Pull Request Size can impact the time to merge. Depending on how many
lines of code change, it requires more or less effort to review. However, developers tend to
merge long pull requests faster. People get lazy to perform thorough reviews when too many
things are going on. So, they immediately approve changes. There are two problems here:
the time to merge goes up, and the quality goes down [68].

To answer our research question, we want to understand if there are relationships
between the gender diversity in software development teams and the Pull Requests Size and
Pull Requests Lead Time. So, we posit some null hypotheses (reported in Table 5.2) to test
them via linear regression analysis. For simple linear regression, the chief null hypothesis
is H0 : b1 = 0, and the corresponding alternative hypothesis is H1 : b1 6= 0 [120], where
b1 is the slope of the independent variable, if positive this indicates that as X (independent
variable) increases Y (dependent variable) also tends to increase, if negative, suggests that
as X increases Y tends to decline. In Section 5.2.3 we will describe our statistical modeling.

Table 5.2: Hypotheses - Gender Diversity

Null (H0) Alternate (H1)
H1,0: Gender Diversity in a software development team
does not impact the Mean Pull Request Size of the team.

H1,1: Gender Diversity in a software development team impacts,
increasing or decreasing, the Mean Pull Request Size of the team.

H2,0: Gender Diversity in a software development team
does not impact the Mean Pull Request Lead Time of the team.

H2,1: Gender Diversity in a software development team impacts,
increasing or decreasing, the Mean Pull Request Lead Time of the team.
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5.2.3 Statistical Modeling

The Pythons scripts used for the descriptive statistical analysis and the regression
analysis are available at GitHub repository2 of this thesis.

Descriptive Statistical Analysis

Descriptive statistics are brief descriptive coefficients that summarize a given data
set, representing the entire population or a sample of a population. We calculated the Mini-
mum, Maximum, Means, and Standard Deviation for the Pull Request Size and Pull Request
Lead Time of the teams. We used these results as inputs for the regression analysis, which
we describe in the next Section.

Regression Analysis

Regression analysis is the study of how a response variable depends on one or
more predictors [149]. Regression analysis is a well-known statistical learning helpful tech-
nique to infer the relationship between a dependent variable Y and independent variables
X [6]. In regression analysis, you have your dependent variable — the main factor that we
are trying to understand or predict, and then the independent variables — the factors you
suspect have an impact on your dependent variable [55].

The Linear Regression Model is one of the oldest and more studied topics in statis-
tics and is the type of regression most used in applications. Despite the fact that linear
models are simple and easy to handle mathematically, they often provide an adequate and
interpretable estimate of the relationship between X and Y [6]. A linear relationship can
be positive (independent variable goes up, dependent variable goes up) or negative (inde-
pendent variable goes up, dependent variable goes down). Additionally, it is not needed to
assume normal distributions to perform regression.

To model the relationship between gender diversity in Pull Request Size (PRS)
and Pull Request Lead Time (PRLT), we used Simple Linear Regression (SLR). In an SLR
model, we build a model based on data, and we do not need the relationship between X
and Y to be exactly linear. SLR models also include the errors in the data (also known as
residuals). For modeling, we used the method of Ordinary Least Squares (OLS) supported
by Statsmodel and scikit-learn, both scientific libraries for Python language. We segmented
our data considering three sizes for the teams: small teams (≤10 members), medium-sized
teams (11 to 30 members), and a third for large teams (≥ 30). For regression analysis of
diverse teams, Vasilescu et al. [140] segmented team’s data this same way, intending to

2https://github.com/karinakohl/ThesisData
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avoid instability in the models and understanding that they do not expect that projects will
respond to different team sizes in the same way, e.g., some types of projects may benefit
significantly from the addition of a new team member, while others less so. We follow the
same team size segmentation in this work. Table 5.3 shows the number of teams and
members in these groups.

Table 5.3: Segmentation of Teams for Regression Analysis - Gender Diversity versus PRS
and PRLT

Size # of
Teams # of Members

All Teams 14 381
Small Teams ≤ 10 members 5 24

Medium Teams 10 < members ≤ 30 5 77
Large Teams > 30 members 4 280

Our independent variable X is the Gender Diversity of the team, which is repre-
sented in our research by the Blau index. The index encoded gender uniformity as 0 (all
men or all women) and maximal gender diversity as 0.5 (same number of men and women).
Any number between 0 and 0.5 could represent more men or more women. In our data, we
do not have any team with a higher number of women than men, so, as near the Blau Index
is from 0.5, more women we have in a team, but never more women than men.

5.3 Results

5.3.1 Descriptive Statistical Analysis

Table 5.4 presents the descriptive statistical results for the teams analyzed. We
used the results of the descriptive statistics as input for the regression analysis (mainly
Team Size, Blau Index, PRS Mean, and PRLT Mean).
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Table 5.4: Teams’ Descriptive Statistics

TEAMID
TEAM
SIZE

MEN WOMEN
Blau
Index

PRS
Min

PRS
Max

PRS
Mean

PRS
Std

PRLT
Min

PRLT
Max

PRLT
Mean

PRLT
Std

T01 4 3 1 0.3750 0 1123 20.5514 42.4750 0 14 0.5602 1.1480
T02 55 52 3 0.1031 0 42610 56.8284 687.3365 0 84 1.3438 3.7911
T03 4 3 1 0.3750 0 143 20.0000 27.9874 0 24 6.0000 8.2327
T04 9 8 1 0.1975 0 443 17.4964 38.0695 0 64 1.8163 7.2458
T05 4 4 0 0.0000 0 283 14.9719 32.1827 0 21 1.8235 4.5758
T06 13 10 4 0.3136 0 5098 30.9224 162.4681 0 32 3.2387 4.9979
T07 3 2 1 0.4444 0 1870 22.6939 63.0717 0 18 2.5248 3.4106
T08 44 37 7 0.2676 0 3184 21.9352 55.2879 0 69 0.9837 4.2717
T09 16 12 4 0.3750 0 15020 78.0544 437.8195 0 24 1.2601 3.0465
T10 23 20 3 0.2268 0 15020 62.4692 373.8955 0 25 1.3231 3.4339
T11 24 20 4 0.2778 0 42610 352.4524 2344.6089 0 20 0.8082 2.2727
T12 59 52 4 0.2186 0 36102 53.0490 585.0790 0 84 1.4517 3.9408
T13 62 54 8 0.2248 0 36102 48.3762 575.5634 0 69 1.4384 3.9043
T14 63 53 10 0.2671 0 42610 47.5278 604.1441 0 84 1.5075 4.0248

5.3.2 Regression Analysis

To analyze the results of our Linear Regression Model, we considered the following:

• P − values and coefficients in regression analysis work together to tell you which rela-
tionships in your model are statistically significant and the nature of those relationships.
The p− values for the coefficients indicate whether these relationships are statistically
significant [52]. Typical values for p − values are 0.1 (10%), 0.05 (5%), and 0.01 (1%).
These values correspond to the probability of observing such an extreme value by
chance [92]. Fisher [48] says if p − value is between 0.1 and 0.9, there is certainly no
reason to suspect the hypothesis tested. If it is below 0.02, it is strongly indicated that
the hypothesis fails to account for the whole of the facts. We shall not often be astray if
we draw a conventional line at 0.05. Considering the first affirmation, in this research,
we opted for using p − value < 0.1.

• The coefficients, intercept (b0) and slope (b1), describe the mathematical relationship
between each independent variable and the dependent variable (positive or negative).
The slope indicates the steepness of a line, and the intercept indicates the location
where it intersects an axis. In the equation: y = b0 + b1x. The greater the magnitude of
the slope, the steeper the line and the greater the rate of change.

• R − Squared is a goodness-of-fit measure for linear regression models. This statistic
indicates the percentage of the variance in the dependent variable that the independent
variables explain collectively. R − Squared measures the strength of the relationship
between the model and the dependent variable on a 0 – 100% scale [52].



66

5.3.3 Gender Diversity and Pull Request Size (PRS)

To understand the relationship between gender diversity and PRS, first, we ran the
Linear Regression Model for the entire dataset, considering all the teams without considering
their sizes. We did not observe statistical significance to reject the null hypotheses. A low
p − value (< 0.1) for the coefficient related to the gender diversity index (b1) would indicate
we could reject the null hypothesis, meaning the gender diversity impacts the PRS. The
p − value = 0.468, and when a p − value is greater than the significance level, it is not
possible to conclude there is a statistically significant association between the dependent
and the independent variable. More than that, the R − Squared , the value which tells how
much variation is explained by the model or how well the regression model fits the observed
data, is very low (0.001), meaning that the model explains only 0.1% of the variation. So, the
model does not explain much variation of the data, and it is not significant (worst scenario).

Then, we segmented the data, splitting it into three groups: small teams (≤ 10
members), medium-sized teams (11 to 30 members), and large teams (≥ 30 members).
Table 5.5 shows the results for linear regression comparing the independent variable of
gender diversity with the Pull Request Size for all the scenarios.

Table 5.5: Linear Regression - Diversity Index vs Pull Request Size (*p − value < 0.1)

ALL TEAMS SMALL TEAMS MEDIUM TEAMS LARGE TEAMS
R-Squared 0.001 0.126 0.006 0
Adj. R-Squared -0.001 0.085 -0.007 -0.004
b0 (const) intercept 31.9583 11.6962 144.5924 36.1284
Std Err b0 21.83 3.771 93.041 26.929
p-value b0 0.144 0.005 0.124 0.181
Coeff (b1) slope 59.1615 22.6907 -211.4858 14.9276
Std Err b0 81.508 13.023 316.082 104.41
p-value (Blau) 0.468 0.096* 0.506 0.886

When running the model for small teams, we had statistical significance with a
p − value = 0.096. Then, for this segment, we rejected the null hypothesis H1,0: Gender
Diversity in a software development team does not impact Mean Pull Request Size of the
team. It means that changes in the independent variable (gender diversity) are associated
with changes in the dependent variable (PRS) at the population level. Evaluating the R −
Squared , we can say the model explains 12.6% of data variance. We have a positive slope
(b1 = 22.6907), meaning when the diversity of the team increases, the Mean PRS also
increases. Figure 5.2b shows the scatter plot that graphs the linear relationship between
gender diversity and the mean PRS for small teams.

When running the model for medium teams and large teams, we did not observe
statistical significance, considering p − value < 0.1. Then, for these two segments, we
did not reject the null hypothesis H1,0: Gender Diversity in a software development team
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(a) All Teams (b) Small Teams (c) Medium Teams (d) Large Teams

Figure 5.2: Single Linear Regression - Gender Diversity Index vs PRS

does not impact the Mean Pull Request Size of the team. A p−value that is greater than the
significance level indicates insufficient evidence in the sample to conclude that if the diversity
of the team increases or decreases, the Mean PRS also increases or decreases. Figure 5.2
shows the scatter plots that graph the linear relationship between gender diversity and the
mean PRS for all the segments.

5.3.4 Gender Diversity and Pull Request Lead Time (PRLT)

As we previously did for gender diversity and Mean SPR, to understand the rela-
tionship between gender diversity and PRLT, we first ran the Linear Regression Model for
the entire dataset, considering all the teams without considering their sizes. We did not have
statistical significance to reject the null hypotheses. A low p−value (< 0.1) for the coefficient
related to the gender diversity index (b1) would indicate we could reject the null hypothesis,
meaning the gender diversity impacts the PRLT. The p−value = 0.152, and when a p−value
is greater than the significance level, it is not possible to conclude there is a statistically sig-
nificant association between the dependent and the independent variable. More than that,
the R−Squared , the value which tells how much variation is explained by the model or how
well the regression model fits the observed data, is very low (0.006), meaning that the model
explains only 0.6% of the variation. So, the model does not explain much variation of the
data and is not significant (worst scenario).

So, again, we segmented the data, splitting the data into three groups: small teams
(≤ 10 members), medium-sized teams (11 to 30 members), and large teams (≥ 30 mem-
bers). Table 5.6 shows the results for linear regression comparing the independent variable
of gender diversity with the Pull Request Lead Time for all the scenarios.



68

Table 5.6: Linear Regression - Diversity Index vs Pull Request Lead Time (PRLT) (*p −
value < 0.1)

All Teams SMALL TEAMS MEDIUM TEAMS LARGE TEAMS
R-Squared 0.006 0 0.001 0.025
Adj. R-Squared 0.003 -0.048 -0.013 0.022
b0 (const) intercept 1.3419 1.8733 1.7238 -0.3319
Std Err b0 0.563 0.836 1.498 0.965
p-value b0 0.018 0.036 0.254 0.731
Coeff (b1) slope 3.0148 0.0413 1.0236 9.8512
Std Err b0 2.101 2.886 5.09 3.741
p-value (Blau) 0.152 0.989 0.841 0.009*

(a) All Teams (b) Small Teams (c) Medium Teams (d) Large Teams

Figure 5.3: Single Linear Regression - Gender Diversity Index vs. PRLT

When running the model for large teams, we had statistical significance with a
p − value = 0.009. Then, for this segment, we rejected the null hypothesis H2,0: Gender
Diversity in a software development team does not impact the Mean Pull Request Lead
Time of the team. It means that changes in the independent variable (gender diversity) are
associated with changes in the dependent variable (PRLT) at the population level. Evaluating
the R − Squared , the model explains 2.5% of data variance, meaning the model does not
explain much data variation. Still, it is significant (better than not having a model). The
analysis showed a positive slope (b1 = 9.8512), meaning when the diversity of the team
increases, the Mean PRLT also increases. Figure 5.3d shows the scatter plot that graphs
the linear relationship between gender diversity and the mean PRLT.

When running the model for small teams and medium teams, we did not observe
statistical significance, considering p − value < 0.1. Then, for these two segments, we did
not reject the null hypothesis H2,0: Gender Diversity in a software development team does
not impact the Mean Pull Request Lead Time of the team. A p − value that is greater than
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the significance level indicates insufficient evidence in the sample to conclude that if the
diversity of the team increases or decreases, the Mean PRLT also increases or decreases.

5.3.5 Additional Analysis - Team Size and PRS and PRLT

When observing the regression analysis results for gender diversity and PRS and
PRLT, we hypothesized what other factors combined with gender diversity could be a com-
plimentary analysis of the impact on PRS and PRLT. Different factors could be considered:
age, social and educational background, tenure, etc. We choose to analyze the effect of
team size once we already have the information in our dataset and we were familiar with the
literature about it from other researchers as in [140, 141, 139]

We adapt our models considering team size as the independent variable and gen-
der diversity as a control variable to perform this additional analysis. We also used Simple
Linear Regression to model the relationship between the size of the software development
teams and the PRS and PRLT. As we did previously, we segmented the analysis by splitting
the data into three groups, one for small teams (≤10 members), the second for medium-
sized teams (11 to 30 members), and a third for large teams (≥ 30). The hypotheses are
presented in Table 5.7.

Table 5.7: Hypotheses - Team Size

Null (H0) Alternate (H1)
H3,0: The size of a software development team
does not impact the Mean Pull Request Size of the team.

H3,1: The size of a software development team impacts,
increasing or decreasing, the Mean Pull Request Size of the team.

H4,0: The size of a software development team
does not impact the Mean Pull Request Lead Time of the team.

H4,1: The size of a software development team impacts,
increasing or decreasing, the Mean Pull Request Lead Time of the team.

Team Size and Pull Request Size (PRS)

To understand the relationship between team size and PRS, first, we ran the Linear
Regression Model for the entire dataset, considering all the teams without considering their
sizes. We did not have statistical significance to reject the null hypotheses. A low p − value
(< 0.1) for the coefficient related to the team size (b1) would indicate we could reject the
null hypothesis, meaning the team size impacts the PRS. The p − value = 0.262, and when
a p − value is greater than the significance level, it is not possible to conclude there is a
statistically significant association between the dependent and the independent variable.
More than that, the R − Squared , the value which tells how much variation is explained
by the model or how well the regression model fits the observed data, is very low (0.003),
meaning that the model explains only 0.3% of the variation. So, the model does not explain
much variation of the data, and it is not significant (worst scenario).
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Then, we segmented the data, as we did for the linear regression of gender diver-
sity, splitting the data into three groups: small teams (≤ 10 members), medium-sized teams
(11 to 30 members), and large teams (≥ 30 members). Table 5.6 shows the results for linear
regression comparing the independent variable of team size with the Pull Request Size for
all the scenarios.

For small teams, we did not observe statistical significance, considering p−value <

0.1. Then, for these segments, we cannot reject the null hypothesis H3,0: The size of a
software development team does not impact the Mean Pull Request Size of the team. A
p−value that is greater than the significance level indicates insufficient evidence in the sam-
ple to conclude that if the team size increases or decreases, the Mean PRS also increases
or decreases. Figure 5.2 shows the scatter plots that graph the linear relationship between
Team Size and the Mean PRS for all the segments.

When we ran the model for medium teams and large teams, we had statistical
significance with a p − value = 0.005 and p − value = 0.023, respectively. So, for these
segments, we rejected the null hypothesis H3,0: The size of a software development team
does not impact the Mean Pull Request Size of the team. It means that changes in the
independent variable (Team Size) are associated with changes in the dependent variable
(PRS) at the population level. Evaluating the R − Squared , the model explains 10.3% of
the data variance for medium teams and 1.9% for large teams. We also have had positive
slopes (b1 = 10.52 for medium and b1 = 1.34 for large), meaning when the size of the team
increases, the Mean PRS also increases. Figures 5.4c and 5.4d show the scatter plot that
graphs the linear relationship between Team Size and the Mean PRS.

Table 5.8: Linear Regression - Team Size vs Pull Request Size (PRS) (*p − value < 0.1)

All Teams SMALL TEAMS MEDIUM TEAMS LARGE TEAMS
R-Squared 0.003 0.085 0.103 0.019
Adj. R-Squared 0.001 0.042 0.091 0.016
b0 (const) intercept 59.7596 23.5896 -126.7859 -37.0129
Std Err b0 11.833 4.864 73.805 33.756
p-value b0 0 0 0.09 0.274
Coeff (b1) slope -0.2641 -1.0701 10.5153 1.3387
Std Err b0 0.235 0.764 3.604 0.584
p-value (Blau) 0.262 0.176 0.005* 0.023*

Team Size and Pull Request Lead Time (PRLT)

To understand the relationship between team size and PRLT, first, we ran the Linear
Regression Model for the entire dataset, considering all the teams without considering their
sizes. We did not have statistical significance to reject the null hypotheses. A low p − value
(< 0.1) for the coefficient related to the team size (b1) would indicate we could reject the
null hypothesis, meaning the gender diversity impacts the PRS. The p − value = 0.403, and
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(a) All Teams (b) Small Teams (c) Medium Teams (d) Large Teams

Figure 5.4: Single Linear Regression - Team Size vs PRS

when a p − value is greater than the significance level, it is not possible to conclude there is
a statistically significant association between the dependent and the independent variable.
More than that, the R − Squared , the value which tells how much variation is explained
by the model or how well the regression model fits the observed data, is very low (0.002),
meaning that the model explains only 0.2% of the variation. So, the model does not explain
much variation of the data, and it is not significant (worst scenario).

In this case, we also segmented the data, as we did previously, splitting the data into
three groups: small teams (≤ 10 members), medium-sized teams (11 to 30 members), and
large teams (≥ 30 members). Table 5.6 shows the results for linear regression comparing
the independent variable of Team Size with the Pull Request Lead Time for all the scenarios.

When we ran the model for medium teams, we had statistical significance with
a p − value = 0.099. So, for this segment, we rejected the null hypothesis H4,0: The size
of a software development team does not impact the Mean Pull Request lead Time of the
team. It means that changes in the independent variable (Team Size) are associated with
changes in the dependent variable (PRLT) at the population level. However, evaluating the
R −Squared , the model explains only 0.4% of the data variance. We have a negative slope
(b1 = −0.1001), meaning when the size of the team increases, the Mean PRLT decreases.
Figure 5.5c shows the scatter plot that graphs the linear relationship between team Size
and the Mean PRLT. Figure 5.5d shows the scatter plot that graphs the linear relationship
between team Size and the Mean PRLT.

When running the model for small teams and large teams, we did not observe
statistical significance, considering p − value < 0.1. Then, for these two segments, we
did not reject the null hypothesis H4,0: The size of a software development team does not
impact the Mean Pull Request lead Time of the team. A p − value that is greater than the
significance level indicates insufficient evidence in the sample to conclude that if the team
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size increases or decreases, the Mean PRLT also increases or decreases. Figure 5.5 shows
the scatter plots that graph the linear relationship between Team Size and the Mean PRLT
for all the segments.

Table 5.9: Linear Regression - Team Size vs Pull Request Lead Time (PRLT) (*p − value <
0.1)

All Teams SMALL TEAMS MEDIUM TEAMS LARGE TEAMS
R-Squared 0.002 0.001 0.036 0.004
Adj. R-Squared -0.001 -0.047 0.023 0
b0 (const) intercept 1.895 2.0242 4.0209 0.9371
Std Err b0 0.306 1.053 1.229 1.234
p-value b0 0 0.068 0.002 0.448
Coeff (b1) slope 0.0051 -0.0241 -0.1001 0.0217
Std Err b0 0.006 0.165 0.06 0.021
p-value (Blau) 0.403 0.885 0.099* 0.31

(a) All Teams (b) Small Teams (c) Medium Teams (d) Large Teams

Figure 5.5: Single Linear Regression - Team Size vs PRLT

5.4 Discussion

From the 16 combinations analyzed (Gender Diversity vs. PRS and PRLT for differ-
ent segments of Team Sizes and Team Size vs. PRS and PRLT also for different segments
of Team Sizes), we observed statistical significance in four of them. We rejected the null
hypotheses H0 for those cases, meaning the changes in the independent variable were as-
sociated with changes in the dependent variable.

There is insufficient evidence in the samples to conclude that changes in the inde-
pendent variable are associated with the dependent variable’s changes. For the 12 others,
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we did not observe statistical significance and could not reject the null hypotheses H0. Table
5.10 shows a summary of the main findings from the regression analysis.

Table 5.10: Summary of Main Findings from Regression Analysis

Independent
Variable

Dependent
Variable Impacts

Gender
Diversity ↑ PRS ↑ Small

Teams
Gender
Diversity ↑ PRLT ↑ Large

Teams
Team
Size ↑ PRS ↑ Medium and

Large Teams
Team
Size ↑ PRLT ↓ Medium

Teams

From the regression analysis results, we discuss the findings aiming to answer our
research question in the following Section.

5.4.1 RQ1. What are the effects of gender diversity on software development teams
when we analyzed pull-based metrics?

For small teams (≤ 10 members), we rejected the null hypothesis that gender di-
versity does not impact Pull Request Size, meaning that changes in the gender diversity
index of the teams have a relationship with the Pull Request Size (PRS). Figure 5.6 plots the
teams considered in the segment of small teams, their diversity index (Blau Index), and the
Mean PRS by gender for each team. Once the slope is positive, we can say that as gender
diversity increases, the PRS also increases.

Team 05 does not have any women, so its diversity index is zero. Team 07 is the
team with the highest diversity index (the most significant number of women in a team in this
segment), and we can see the Mean PRS for women is higher than the Mean PRS of men.
However, Team 04 has the smallest diversity index and considers the Mean PRS for women
is higher than the Mean PRS of men. Team 01 and Team 03 have the same diversity index,
and the Mean PRS for men is higher than the Mean PRS of women.

So, from the regression analysis, we see a tendency to increase the diversity of
a team and increase the PRSs of the teams. Looking at the teams’ data nearer, from a
simplistic point of view, we can say that a minimal number of women for a small team is also
not good for the Pull Request Size.

For large teams (≥ 30 members), we rejected the null hypothesis that gender diver-
sity does not impact Pull Request Lead Time, meaning that changes in the gender diversity
index of the teams have a relationship with the Pull Request Lead time (PRLT). The slope is
positive, so as gender diversity increases, the PRLT also increases.
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Figure 5.6: Gender Diversity and PRS Small Teams

Figure 5.7 plots the teams considered in the segment of large teams, their diversity
index (Blau Index), and the Mean PRLT by gender for each team. Visual analysis of this
segment’s data shows that only for Team 12 are the women’s Mean PRLT higher than men’s
Mean PRLT. This team is also the one with the smallest diversity index. For the other four
teams, men’s Mean PRLTs are higher than women’s Mean PRLT. So, we can say that a
more diverse team, in a large segment, increases the team’s Mean PRLT, and this increase
comes from the men’s mean Mean PRLT.

We also analyzed the influence of the team size on Pull Request Size and Pull
Request Lead Time. For medium (≤ 10 members) and large teams (size between 11 and
30 members), we rejected the null hypotheses for Pull Request Size (PRS), meaning that
changes in the team size have a relationship with the PRS. Once the slope is positive, we
can say that as team size increase, the PRS also increase. Figure 5.8 plots the teams
considered in the segments of medium and large teams, their sizes, and the Mean PRS for
each team. For this case, the regression plots in Figure 5.4 give more precise visualization
of the results.

For large teams (between 11 and 30 members), we rejected the null hypothesis
that team size does not impact Pull Request Lead Time (PRLT), meaning that changes in
the team size have a relationship with the PRLT. The slope is negative, so as the team size
increases, the team’s mean PRLT decreases. Figure 5.9 plots the teams considered in the
segment of medium teams. In the left axis, we have the Mean PRLT of the teams and in the
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Figure 5.7: Gender Diversity and PRLT Large Teams

(a) Medium Teams (b) Large Teams

Figure 5.8: Team Size and PRSs Medium and Large Teams

right axis, the team size, corroborating the regression analysis findings. As larger the team,
the workload to review and approve pull requests is diluted between the team members.
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Figure 5.9: Team Size and PRLTs Large Teams

5.4.2 Conclusion

We were interested to understand the effects of gender diversity in the Pull Re-
quest Size (PRS) and Pull Request Lead Time (PRLT) of software development teams. We
would like to understand if they increase, decrease, or have no impact by a more or less
gender-diverse team. Also, we wanted to know if the team size factor, more than gender di-
versity, could have a different impact. To do that, we analyzed quantitative data from GitHub
repositories of 14 software development teams from a technology company from Brazil.

From our analysis, we highlight the following findings that support answering our
research questions:

• Increasing gender diversity in small teams, also increase their Mean PRS;

• Increasing gender diversity in large teams, increase their Mean PRLT. Using visual
analysis, we observed that the men’s Mean PRLT are more impacted;

• Increasing the team size in medium and large teams, increase their Mean PRS;

• Increasing the team size for medium teams helps decrease their Mean PRLT, probably
diluting the workload through the team members.

These findings suggest that analyzing gender without considering other factors can
be insufficient and lead to wrong conclusions about the impact of gender diversity in software
development teams. For this thesis, we considered only team size as a comparison factor,
once it was the one we could extract from our data. Other factors that could extend this study
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are age, tenure, race/ethnicity, educational background, etc. Additionally, it is important to
reinforce that the data of the 14 teams studied are from the same company. The study’s
replication to other companies can bring different and complementary results.

Some other studies bring insights that complement our findings. Vasilescu et al.
[140] studied impacts of gender and tenure in OSS projects in GitHub. They expected that
given a small overall number of women involved in OSS projects, the impact of gender di-
versity to be more visible for smaller teams. They found that gender and tenure diversity
have significant, positive effects on productivity, across different team size segments, when
controlled for other effects and, commit-tenure diversity has no significant productivity effect
for smaller teams. Terrell et al.[132] performed a large-scale study on gender bias, where
they compared acceptance rates of contributions (Pull Requests) from men versus women
in the open-source software (OSS) community. Their results show that women’s contribu-
tions in OSS tend to be accepted more often than men’s. However, for contributors who are
outsiders to a project whose gender is identifiable, men’s acceptance rates are higher, sug-
gesting that although women on GitHub may be more competent overall, bias against them
exists nonetheless. Vasilescu et al. [138] performed a quantitative study about women’s
online community participation, e.g., StackOverflow. One finding was women use neuter
names or "male profiles" to cope and be accepted by the predominantly male audiences.
This is possible in online participation but not in industry teams. Antin e al. [7] research
focused on differences in gender contribution in other kinds of virtual collaborative environ-
ments, mainly Wikipedia. They followed the activity of 437 contributors with self-identified
genders on Wikipedia and found that men made more frequent contributions of the most
active users while women made larger contributions.
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6. SURVEY

The survey conducted in this research aimed to collect qualitative evidence to sup-
port answering the following research questions:

• RQ2 What are the perceived benefits of gender diversity on software development
teams reported by individuals?

• RQ3 What are the perceived difficulties of gender diversity on software development
teams reported by individuals?

6.1 Survey on Gender Diversity in Software Engineering

To study how people in software development teams feel about gender diversity in
Software Engineering, we applied a qualitative, unsupervised, largely open-ended survey,
using a web self-administered questionnaire. The approach was descriptive design, where
our survey is case-control, which means that it is a retrospective: we asked participants
about their previous circumstances to help explain a current phenomenon [108].

When we administer a survey, it is not usually cost-effective (and sometimes not
even possible) to survey the entire population [108]. Instead, we survey a subset of the
population, called a sample, hoping that the responses of the smaller group represent what
would have been the responses of the entire group [108]. Our target population consists
of people who identify themselves as part of a Software Development Team worldwide. We
shared the web link for the survey in social networks to reach professionals of software devel-
opment (e.g., LinkedIn and Twitter). So, we opted for the non-probabilistic sampling method
called convenience sampling [108]. This kind of sampling involves obtaining responses from
those people who are available and willing to take part, and we were aware that the main
problem with this approach is that the people who are willing to participate may differ in
important ways from those who are not willing [108].

The survey questions for this work were formulated based on the Empathy Map
Canvas, so first, we would like to introduce the concept of Empathy. Decety and Cowell
[40] say empathy is the ability to share in and understand others’ experiences vicariously.
Henschel et al. [73] say empathy corresponds to the ability to understand others’ minds,
feel their emotions outside our own, and respond with kindness, concern, and care to their
emotions. Cameron et al. [25] suggest people may set the limits of empathy based on how
hard they want to work. A study from Weisz and Zaki [150] suggests that people want to
empathize with those most relevant to them. This tendency goes beyond group membership;
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people are motivated to empathize with those who look like them, are kind to them, and those
close to them.

In Human-Computer Interaction (HCI) discipline, empathy appears in different works,
as in Bennett and Rosner [15] that studied empathy around disability. Gonzales et al. [58]
used the empathy map as a tool to analyze Human-Computer Interaction in the elderly. Fer-
reira et al. [47] used personas to elicit requirements and Empathy Map to enhance the user
experience. Graziotin et al. [66] say in the software engineering research arena, very few
studies have been conducted into how developers feel or the consequences of their feelings.

Once we aimed to understand and describe how gender diversity impacts software
development teams, we considered it essential to connect with the participants’ experiences
and emotions. So, we understood the Empathy Map Canvas could provide us a way to
connect deeply with software engineering practitioners.

Dave Gray created the Empathy Map Canvas technique in 2009 as a tool that
helps teams develop deep, shared understanding and empathy for other people. People
use it to improve customer experience, navigate organizational politics, design better work
environments, and host other things. The original goal of the Empathy Map is to gain a
deeper level of understanding of a stakeholder in your business ecosystem, which may be
a client, prospect, partner, etc., within a given context, such as a buying decision or an
experience using a product or service [62].

Once we used the Empathy Map as our reference, our questions were open, and
the respondents could frame their replies. A list of predefined choices was applied only for
the demographic questions. Appendix C presents the protocol, the Empathy Map Canvas,
and the full list of questions applied in the survey. The survey was built and distributed using
Qualtrics1.

Table 6.1 shows the response rate: the proportion of participants who responded
compared to the number who were approached. Participation was voluntary and confiden-
tial, and it was estimated to take about 30 minutes. Using the mechanisms of the social
networks, we could estimate how many people have access to the post/link for the survey,
helping to estimate the response rate. The survey link reached around 1280 people, and
149 answered totally or partially. We had respondents who answered the survey partially.
We evaluate that 60 respondents answered less than 20% of the questions, mostly only
the demographics. We could not use these answer1 to extract information. In the end, we
used answers from 88 respondents, corresponding to 6.88% of the people impacted by the
post/link to the survey.

1https://https://www.qualtrics.com/
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Table 6.1: Survey Response Rate

Linkedin + Twitter
(How many people

saw the link for the survey)

Number of
Respondents

Completude
(Number of
questions
answered)

Discard Final

60-100% 20-59% <20%
1280 149 37 52 61 88 6.88%

6.2 Demographics

In this section, we present the demographics related to respondents. Table 6.2
presents the self-declared gender of respondents. We had 97.75% of the respondents self-
declared as man or woman. Only one self-declared as Non-Binary. One respondent self-
declared as Bisexual, which is a sexual orientation, not gender. Once it was self-declared
and we did not have a way to identify gender, we considered it important to keep the infor-
mation.

Table 6.2: Gender of Respondents (Self-Declared)

Gender Number of
Respondents %

Man 44 49.44%
Woman 42 47.19%
Non Binary 1 1.12%
Bisexual 1 1.12%

Table 6.3 shows the age of respondents. On average, the respondents are 35 years
old. The oldest one is 61, and the youngest, 23 years old.

Table 6.3: Age of Respondents (Self-Declared)

Gender Avg. Age
Man 36.09
Woman 35.15
Non Binary 31
Bisexual 24
Average 35.58

Table 6.4 presents how respondents self-declared themselves in terms of race or
ethnicity. In Merriam-Webster [147] we have the following definitions for race and ethnicity:

"The term race is understood today as primarily a sociological designation that
identifies a group sharing some outward physical characteristics and some com-
monalities of culture and history, while ethnicity is a word for something you ac-
quire based on where your family is from and the group which you share cultural,
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traditional, and familial bonds and experiences with. The end result: people may
have racial similarity but ethnic dissimilarity.."

One respondent used the free text space to, instead of answer their race or ethnic-
ity, to express their opinion on the subject: "Don’t be racist, skin color doesn’t affect engineer
skill." Their responses to the survey were meaningful, so we kept the answers, and we de-
cided to give visibility on how this demographic question was answered.

Table 6.4: Race/Ethnicity (Self-Declared)

Race/Ethnicity Number of
Respondents %

White 65 73.86%
Brown 4 4.55%
Black 5 5.68%
Not Informed 4 4.55%
Greek 2 2.27%
Latin 2 2.27%
Brazilian 1 1.14%
Chinese 1 1.14%
Brown 1 1.14%
Swedish 1 1.14%
Indian/Asian 1 1.14%
"Don’t be racist, skin color
doesn’t affect engineer skill"

1 1.14%

6.2.1 Professional Demographics

This Section aims to be more specific on professional demographics. We had 79
answers for this question, and, on average, respondents work in technology for around 13
years (Max: 30 years and Min: 0.3 years). Table 6.5 presents the grouping of years in
technology of the respondents.

Table 6.5: Years in Technology

Years in
Technology

Number of
Respondents

<10 36
11 - 20 31
21-30 12
Total 79

Table 6.6 shows the list of roles of respondents. Almost 51% of the respondents
identified themselves as Developers. Table 6.7 presents the size of the companies the re-
spondents’ current work in terms of the number of employees. Table 6.8 shows how the
teams are geographically distributed.
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Table 6.6: Role of the Respondents

Role Number of
Respondents

Developer 40
Scrum Master 7
Product Owner / Product Manager 6
Project Leader / Project Manager 5
Engineering Manager 4
DevOps 3
Business Analyst 1
Data Analyst 1
Data Scientist 1
Director 1
Planning 1
Professor 1
QA 1
Research Engineer 1
Software Architect 1
Software Engineer 1
System’s Analyst 1
UX 1
Team Lead 1
Trainee 1
Service Manager 1
Total 80

Table 6.7: Size of Company

Size of Company
(number of employees)

Number of
Respondents

1 - 10 6
11 - 50 13
51 - 250 9
251 - 1000 14
1001 - 2000 8
more than 2000 35
Total 85

Table 6.8: Teams’ Distribution

Teams’ Distribution Number of
Respondents

Distributed in National Territory 35
Globally Distributed 22
Locally 31
Total 88
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6.3 Thematic Analysis

To analyze the survey data, we used Thematic Analysis, a technique used to gain a
deeper understanding of the data content. Braun and Clarke [19] describe thematic analysis
as a method to identify, analyze, and report on issues related to data. The thematic analysis
process of this work followed the steps mentioned by Runeson et al. [117]:

1. Get the initial set of data. For this research: completed questionnaires;

2. Have the material studied in detail;

3. Formulate a set of codes of interest for the research, based on the research questions.
Rely on another researcher and referenced literature to formulate the codes;

4. Read all texts and mark where codes fit into the content. Rephrase some codes if
necessary: split the codes and create new ones if necessary. In this part, the process
is iterative and, if new codes are formulated, the researcher will need to go back and
re-code the material;

5. Use coded material to draw conclusions;

6. Compare text for different codes;

7. Compare different codes;

8. The process is iterative: there is the possibility to go back and adapt and change codes,
sections, notes, and so on. It is also possible to go back and interview respondents
again and identify new respondents if necessary.

To support this work, we used a software tool for qualitative and mixed methods
research called MAXQDA2. First, we export the respondents’ answers from Qualtrics in .csv
format and import them in MAXQDA. The tool supports the navigation through the respon-
dents’ answers, allowing to mark up the text and code it, automatically saving the codes and
allowing to reuse them. Through the process, we created 429 codes for 709 segments of the
answers of the 88 respondents. Using the creative coding functionality of MAXQDA, which
allows us to group the codes into themes, we grouped the codes into 18 themes. From
these 18 themes, we identify that for five we could split them in sub-themes, better support-
ing to answer our research questions. Table 6.9 presents a summary of the themes and
sub-themes. The entire list of themes, sub-themes together with the codes and frequencies
can be found in Appendix D.

2https://https://www.maxqda.com/
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Table 6.9: Summary of Themes and Sub-Themes

Theme Sub-Themes
Benefits of Diversity
Diversity as a whole
Companies trying to be
Diverse and Inclusive

"Bro" Culture
Desconstruct PrejudiceMen
Men Characteristics
Small number of women
Women are disrespected
Women Supporting WomenWomen

Women Characteristics
Far Away from Diversity
No Equity
All MenNo Diversity

Old Patterns
Leadership and Management Roles
Sexism and Prejudice
Professional Insecurities
Companies do not support
Diversity and Inclusion
Missing Affirmative Actions and Initiatives
Family and Personal Life
Intersecctionality
Meritocracy and Elitism
Unawareness

Anger
Anticipation
Trust
Fear
Happyness/Joy

Sentiment and Emotions

Sadness
CausesOverload Consequences

Financial Concerns

6.4 Results

This section combined the themes we defined during the thematic analysis and the
results of related work published by other researchers in the area to answer our research
questions.
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6.4.1 RQ2. What are the perceived benefits of gender diversity on software devel-
opment teams reported by individuals?

Diversity is good beyond ethical reasons; it is recognized as valuable and, a lot of
studies have been done about it [105]. Large technology companies have been creating
annual reports of their efforts to have a more diverse workforce [59, 152, 97], increasing mi-
nority numbers through recruiting, working to minimize unconscious bias, and also investing
in programs to increase representativeness [89].

From the answers of the survey, we extracted five themes respondents perceived as
benefits of gender diversity, on Software Development Teams: Benefits of Diversity, Diversity
as a Whole, Companies trying to be Diverse and Inclusive, Men (Deconstruct Prejudice),
Women (Women Characteristics and Women Supporting Women.

In summary, for companies, the main gains and benefits are improving the hiring
process, being more gender-inclusive, solid cultural codes, and encouragement of gender-
neutral workplaces. As a result, companies reach better ideas sharing, better decision-
making, and innovation. We saw evidence that men are touched by the subject, trying to
deconstruct their prejudice and misconceptions about women in technology. Also, women try
to support and inspire other women to remain in technology or enter the field. Characteristics
as empathy, flexibility, and collaboration related to women.

Benefits of Diversity

Respondents see gender-diverse environments as more prone to innovation, cre-
ativity, and better decision-making.

"That having a healthy gender mix results in better team working, better deci-
sions and a better product. A lot of people are tired of the "bro" culture around
startups, and having a healthy gender mix ensures you don’t end up with a lad-
dish / pizza and beer feel to the team." [Man]

"I talk about a health mix. Culture. Better decision making. Healthy working
culture. Respectful language." [Man]

"A team with more diversity tends to be even more creative and provide better
sharing of ideas, opinions, favoring innovation." [Man]

Nonaka and Takeuchi [101] emphasize that a team made of members with different
backgrounds, perspectives, and motivations is critical for organizational knowledge creation
to take place. Knowledge creation is the basis of repeatable innovation in companies. “An
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organization’s internal diversity must match the variety and complexity of the environment in
order to deal with the challenges posed“ [131].

Judy [85] says it is possible to create a workplace more tolerant and inviting to
women if we recognize gender disparity as an impediment to achieving Agile. Agile values
of collaboration, craft, quality, and delivery are a framework for addressing these factors.

Pretorius et al. [112] found that cognitive style was unrelated to feature novelty on
its own. Neither a more intuitive nor a more rational dispositional style per se led participants
to design a software feature of higher novelty. Gender, in contrast, was positively associated
with feature novelty. They found that the female practitioners in their experiment produced
more novel software features than the male practitioners did. Cognitive style and gender took
together are also positively related to feature novelty. Female practitioners with a higher
intuitive preference designed significantly more novel software features. Additionally, we
found that female practitioners produced the most novel features when they had a preference
for both intuition and rationality [112] .

Diversity as a whole

Respondents believe diversity can create a more democratic workplace. They try to
give visibility to unconscious bias (the social stereotypes about certain groups of people that
individuals form outside their own conscious awareness [98]) and have a neutral workplace.

"I can actively work and encourage a gender neutral workplace. I can make
sure team activities are not exclusive in nature." [Man]

"It’s very much a positive focus on diverse hiring. Lots of internal training to
avoid unconscious bias, etc." [Man]

"I believe that greater diversity would make the environment richer in ideas,
dynamic and democratic." [Man]

Judy [85] says in a performing team, each member relates to the other as equals. A
principled Agile team will not tolerate a hostile environment towards a teammate or the busi-
ness people upon which it depends for work. Through the sometimes conflict-ridden process
of team building, each member will come to tacitly understand and participate willingly in the
unwritten norms of behavior that define the team’s identity. The team will inspect its behavior
and continuously improve the social skills required to communicate. It is a requirement for
trust and the kind of collaboration that leads to cohesion and self-direction.
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Companies trying to be Diverse and Inclusive

Some respondents work in companies that support gender diversity. They men-
tioned the culture codes of the companies as important tools to address ambiguous situa-
tions.

"The company I work respects and accept the diversity of genders." [Woman]

"Our company has a beautiful culture code that encourages us to be the best
person every day. If someone feels bad about a situation, it should be addressed
to an anonymous channel, and HR will take care of it." [Woman]

"The company where I work seeks diversity and women in leadership. Moth-
erhood here is not seen as an issue, and there is an option to work part-time after
the end of the maternity leave, which lasts from 15 to 18 months." [Man]

A contested and consequential space where gender is legally not supposed to
appear but does appear in the actions of recruiters and hiring managers is the technical job
market. Especially for the younger women, gender is more visible as a factor in hiring than
for the rest of the participants. Pozos and Friend [110], in their research, had respondents
saying women have an easier time being hired because of their gender now that companies
in Silicon Valley are feeling pressure to diversify their employee base. Recruiters can be both
barriers and catalysts to finding tech jobs. However, there are also ambiguous situations, for
example, when the participants are being recruited to change jobs. Gatekeeping happens
implicitly, as for example, a woman was immediately directed to retail jobs at a high tech
company by a male recruiter as she approached his booth at a career fair, and explicitly, for
example, when another woman was offered an interview by a female recruiter just because
she was a woman [110].

Tourani et al. [133] say in Open Source, a mixture of people with different cultures,
personalities, and interests may increase the risk of offensive behaviors happening. There-
fore, it seems essential for open source communities to protect their members from these
kinds of unacceptable, destroying behaviors and provide a welcoming, safe, friendly, and
inclusive environment where people can collaborate effectively towards presenting success-
ful products. Common means for projects to achieve such an environment is the "code of
conduct" concept. Such a code of conduct establishes ground rules for communications
between participants, outlines enforcement mechanisms for violations, and tries to codify
the spirit of a community. Anyone can contribute comfortably regardless of, e.g. gender,
ethnicity, or sexual orientation.

Tourani et al. [133] say most codes of conduct aim to protect members from ha-
rassment, thus it seems important to understand what workplace harassment means. Ac-
cording to the Oxford dictionary, harassment is "Aggressive pressure or intimidation." As
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such, workplace harassment is any offensive, belittling, or threatening behavior toward an
individual worker or group of workers. It results in an unpleasant, humiliating, or intimidating
environment employees feel uncomfortable in and consequently damages the effective work
and productivity of employees [133].

Men

Respondents have different views about the role of men in supporting gender di-
versity. This theme was split in three sub-themes: "Bro" Culture, Deconstruct Prejudice and
Men Characteristics. In this Section, to answer the perceived benefits of gender diversity in
software development teams, the sub-theme we are interested is Deconstruct Prejudice.

Deconstruct Prejudice

Some men reported they are not only empathetic with the subject but they are also
to identify their gaps to support better work environments. Some quotes follow:

"I am always willing to learn more and more. In the end, I’m a cisgender man, and
with that, everything I say or think is projected through the search for information.
I’m not in my place of talking about gender diversity, so I always try to put myself
in a learning position, deconstruction of my prejudices and construction of
a space for diversity." [Man]

"My workmates are mostly men. The younger ones are very conscious." [Woman]

"I review my posture year after year because I believe that my speech must be
constantly criticized. I do not want to incur in mistakes that I’ve already made."
[Man]

Viana et al. [142] analyze the stereotypes attributed to "egalitarian men," men who
support gender equality in relation to domestic and family responsibilities as well as inclu-
sion in the workforce. They found out the egalitarian man is perceived as fragile, sensitive,
incompetent, and feminine. On the other hand, he is also seen as more competent and
social than egalitarian women and traditional men [142].

Viana et al. [142] also hypothesised why are men so resistant to change when it
comes to the sexual division of roles. Firstly, it could be the perception that more egalitarian
relations between men and women may lead to the loss of certain privileges linked to the
vision of a patriarchal society, in which it would be up to men to control economic, legal,
and political institutions and, to women, to take care of the house and children and to satisfy
their husband’s sexuality. This division of roles endowed men with a structural power that
gave them the primacy of the dominant group and made the family a privileged locus for the
reproduction of patriarchal values concerning male superiority and female inferiority [142].
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Women

This theme was split in four sub-themes: Small number of women, Women are
disrespected, Women supporting women and Women characteristics. In this Section, to
answer the perceived benefits of gender diversity in software development teams, the sub-
themes we are interested are Women characteristics and Women supporting women.

Women Characteristics

Respondents identified some characteristics that are more prominent in women, as
empathy, flexibility and collaboration.

"Empathetic, flexible, collaborative." [Woman]

"Work in an organized way." [Woman]

"Will to win." [Woman]

Curtis [37] proposed a predominantly theoretical model of influencing factors on
programmers’ performance containing intellectual aptitudes, knowledge base, cognitive style,
motivational structure, personal characteristics, and behavioral characteristics. Turley and
Bieman [134, 135] identified specific competencies of knowledge, personality, and attitudes
as significant factors influencing software engineers’ performance. Darley and Smith [38] say
females pay more attention to details and disparate, multiple cues for information processing
in simple and complex tasks.

Females are often motivated by their mentors, and their interest in the task [1].
Competitive behavior is rather demotivating [61].

Investigations of humans’ characteristics contribution to task performance in soft-
ware engineering often examine cognitive aspects. The influence of prior knowledge and
or training in modeling skills is focused in several studies but did rarely consider personal
characteristics as additional influencing factors on performance [145, 61].

Of course, software engineering requires problem-solving skills and analogical rea-
soning. Along with the cognitive-oriented studies in programming behavior in software engi-
neering, studies rarely consider different personal factors and their impact on performance
in software engineering tasks [61].

Nguyen-Duc et al. [99] another style category describes gender difference in terms
of transformational and transactional leadership [13]. Transformational leaders are charac-
terized as inspiring, motivating, being attentive to, and intellectually challenging their follow-
ers, where transactional leaders are described as contractual, corrective, and critical in their
interactions with employees [13]. Female leaders were found to be more transformational
than male leaders and also engaged in more of the contingent reward behaviors that are a
component of transactional leadership [69].
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Women Supporting Women

Respondents emphasized the importance of women supporting other women.

"My company supports diversity, I usually mentor women and people in social
vulnerability." [Man]

"I’m quite introverted, and I don’t have too much courage to speak, but I usually
write a lot, and several people have already felt motivated by my texts and
publications." [Woman]

"I always try to share and praise the women I admire, and who motivated me
to continue in the software development area." [Woman]

"I try to indicate women [to work positions], I work in affinity groups for the
inclusion of women, I give feedback when a colleague is sexist, I try to support
other women." [Woman]

"There are some very strong women, who are my inspiration." [Woman]

The relative absence of peers, mentors, and role models isolates women [85]. Re-
search indicates that the social aspect of Agile practice, particularly routine face-to-face
meetings and pair programming, reduces women developers’ sense of isolation and raises
their satisfaction and confidence [16, 85]. It also reduces feelings of internal competition and
builds trust [72, 85]. Studies have shown that mentors can help women to motivate them
and improve their self-confidence to achieve their goals Vidal et al. [143]

A recent report of UNESCO [136] highlights gender inequalities in the teaching
of science, technology, engineering, and mathematics (STEM). The report also presents
some kinds of interventions that help increase women’s engagement with STEM education:
supportive learning environments, mentoring, and role models [136].

6.4.2 RQ3. What are the perceived difficulties of gender diversity on software de-
velopment teams reported by individuals?

From the answers of the survey, we extract 11 themes where respondents high-
lighted perceived difficulties about gender diversity on Software Development Teams: No
Diversity, Leadership and Management Roles, Sexism and Prejudice, Men, Professional In-
securities, Companies do not support Diversity and Inclusion, Missing Affirmative Actions
and Initiatives, Intersectionality, Meritocracy and Elitism, Unawareness.

In summary, respondents do not see diversity in their companies, but the same
pattern repeating itself in the teams and the leadership: white, men, cisgender. More than
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that, the pattern leads to male protectionism and privileges. Women suffer from sexism and
prejudice, are frequently disrespected, and face difficulties thriving in their careers. Other
dimensions of diversity pervade the answers as racism and ageism. Social vulnerability
comes as a dimension related to meritocracy and elitism; once, at least in Brazil, equipment
and training in Software Engineering are usually expensive.

No Diversity

For the No Diversity theme, we identify four sub-themes: Far Away from Diversity,
No Equity, All Men and Old Patterns. All of them are complementary when answering the
perceived difficulties about gender diversity in software development teams. Respondents
from the survey mentioned few women in the teams (it is common to be only one) and
no other gender than man. The same pattern repeats itself in leadership positions, when
there are, most of the time, white men, cisgender (a person whose gender identity matches
their sex assigned at birth.) These findings are aligned with the previous work of other
researchers. The stereotype of a computer scientist is a middle-class white man who is
often geeky and anti-social [45, 110]. While stereotypes are not necessarily representative
of the general population, they do impact the perception of who belongs in the field and can
act as exclusionary forces for people who do not fit the stereotype [30, 124, 110].

"In the teams I’ve worked, I was the only woman. I have always felt "a fish out
of water" in every company because women are a minority or practically none."
[Woman]

"I say I’m out of patience. I’m tired of walking into meetings and seeing the same
pattern (white cisgender men)." [Woman]

Leadership and Management Roles

Respondents mentioned different characteristics of women that can be considered
leadership ones: collaboration, conciliation, determination, empathy, flexibility, organized
way of working and, will to win. However, respondents also mentioned the difficulties for
women to foster their careers to leadership positions.

"I see in the company I work, an exact sample of the market: women are oc-
cupying "authorized spaces." It seems that I have been given the right to be
where I am and that it is the part I deserve." [Woman]

"With a lot of effort, we managed to advance some steps in terms of represen-
tation. However, in more strategic positions, the participation of women is
almost nil." [Woman]
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Jetter et al. [83] mention that leadership style, the "manner and approach of provid-
ing direction, implementing plans, and motivating people," has a significant impact on team
performance and the achievement of organizational goals. Lead to highly functional teams
and fostered team innovation. Gender is a factor that has been investigated in leadership
style studies. It is sometimes claimed that women lead differently than men and are more
collaboration-oriented, communicative, and less aggressive than their male counterparts.

Jetter and Walker [84] say it has almost become a stylized fact that, on average,
women are more likely to avoid competition, under-perform in competitive environments,
and exhibit higher risk aversion than men. Persistent social phenomena, such as the gender
wage gap or the under-representation of women in highly competitive occupations and job
positions, have been linked to such observations. One prominent hypothesis to explain this
phenomenon relates to the idea that the gender of one’s opposition could influence com-
petitive behavior. More generally, people may behave differently when competing against
adversaries from the opposite sex. If true, this would imply wide-ranging consequences in a
number of settings. For instance, numerous work environments are characterized by persis-
tent under-representation of one gender. Women are especially under-represented in jobs
generally associated with high-pressure environments and large stakes, such as financial
management (the share of females at Wall Street remains at approximately 10 percent) or
CEO positions in the US (2.5 percent). Other areas with low female employee shares in-
clude IT- and math-related occupations, where women usually occupy less than 20 percent
of positions [84] .

Eagly and Carli [69] say any female advantage in leadership style might be offset by
disadvantage that flows from prejudice and discrimination directed against women as lead-
ers. Prejudice consists of an unfair evaluation of a group of people based on stereotypical
judgments of the group rather than its members’ behavior or qualifications. When people
hold stereotypes about a group, they expect it to possess characteristics and exhibit behav-
ior consistent with those stereotypes. They also say, consistent with role incongruity theory,
stereotype research reveals that people do consider men to be more agentic than women
and women to be more communal than men. Also, the communal qualities that people asso-
ciate with women, such as warmth and selflessness, diverge from the agentic qualities, such
as assertiveness and instrumentality, that people perceive as characteristics of successful
leaders. In contrast, the predominantly agentic qualities that people associate with men
are similar to the qualities perceived to be needed for success in high-status occupations,
including most managerial occupations [69].

Sexism and Prejudice, Men and, Professional Insecurities

In our survey, respondents reported male protectionism and privileges preventing
women from advancing in their careers, so, we did not considered these themes as sub-
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themes on one another, however, together, they lead to a chain of difficulties for women, as
we list below:

• Women suffer from sexism and prejudice, that can be veiled and also it can lead to
harassment.

"Some time ago, my wife reviewed a code, and even though she was a senior,
their colleague said that he did not accept her review because she was
a woman. She complained, and the company did nothing. There was also
the case that his manager called her to dinner at a one-on-one meeting."
[Man]

• There are two sub-themes from the theme Men, related to attitudes observed in men:
the Men characteristics and the "Bro" culture. Both are related with what the respon-
dents called the male protectionism.

"A network of male protectionism, which prevents women from advancing in
strategic positions (or advancing with great difficulty, even requiring a certain
masculinization to do so)." [Woman]

"In previous companies I worked, it was much more difficult for women to
have the same respect as men, or even the opinion to have the same weight
as a man. If they had a man and a woman in the same position, men
preferred to hear a man’s answer, even if the woman was thinking the
same thing or even has more experience." [Woman]

• Women goes through Professional Insecurities. They feel they need to prove they
are as capable as men, and it generates the feeling of never being competent enough,
and their opinions are worthless and disrespected.

"I often feel that I need to go beyond my peers concerning training like I’m
never competent enough." [Woman]

"Get myself over the mistreatment and disrespect to keep doing the job."
[Woman]

Some other researchers identified what they call "brogrammer culture," a term that
acts as shorthand for pointing to sexism in the tech industry. The term, "brogrammer,"
began as a satirical term to refer to a man who can code and succeeds with the behaviors
of a stereotypical "frat-boy" and ambition to become rich fast [91, 110]. By definition, women
are excluded from this group and often objectified and pushed out of workplaces because
of the fraternity-like environments created as a result of brogrammers being in the space.
Women who succeed in these environments may also face difficulties due to their gender, as
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being better than men can be seen as threatening. In addition, how women perceive being
gendered in male-dominated spaces indicates how they relate their experience to gender.
Women’s beliefs about the reason for the lack of women at high levels in companies, for
example, influence whether they are motivated to fight structural barriers for other women
or if they reify glass ceilings [29, 110]. Within brogrammer culture, there are often so few
women that those who are there become accustomed to the environment [110].

Pozos and Friend [110] say the stereotype of a person passionate about computing
implies that one has been programming and hacking for years before college. For several
of the women in the study, coming "late" to Computer Science or not majoring in Computer
Science is perceived as more of a barrier than gender because it is harder to be part of the
Computer Science crowd without knowing the jargon, habits, etc. even when they have been
involved with STEM fields before finding computing [110].

Buhnova et al. [23] shared the experience with a project assisting women in their
20s and 30s in changing careers towards technology. They identified four main barriers that
women face when considering their transition into tech and computing, very much aligned
with the findings of our survey: 1) They think it is not interesting (because they have a history
of very low exposure to tech and computing); 2) They think they would not be good at it (Even
if these women become equally or better skilled in tech than their male counterparts, they
tend to keep higher levels of tech anxiety and lower levels of confidence in their tech skills);
3) Who they would be working with (the perception of tech working environment is not very
good); 4) Missing guidance [23].

Companies do not support Diversity and Inclusion

From our survey, respondents reported that companies seem to have difficulty sup-
porting diversity and inclusion.

"I see more of an incentive to diversity as a form of marketing positioning than as
a structured and serious policy." [Man]

Missing Affirmative Actions and Initiatives

From our survey, affirmative initiatives for diversity are scarce: too much talking and
no action. More than that, the perception is that companies are hidden behind a facade of
employers’ branding initiatives that happen only from the door out.

"I see initiatives to promote greater diversity, but they are still shy in my point of
view." [Man]

"Too much talk and little action, non-recognition of women in development
teams, the lack of looking at different aspects of diversity." [Woman]
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Simmonds et al. [123] observe that affirmative action programs to boost female
enrollment in programs can have positive effects for science, technology, engineering, and
mathematics undergrad programs; however, the initiatives yield weaker results for computer
science/ software engineering majors.

Niederle et al. [100] talk about quotas as affirmative action in competition. They
say quotas distort the objective probability of women winning the competition, but they also
improve the confidence of women in their ability to succeed while reducing men’s overconfi-
dence.

Villeval [144] says affirmative action may thus ensure fairness if its main effect
is to motivate talented but shy women to enter more frequently into competitive schemes.
Still, men who think that affirmative action creates unfair competition may be less willing to
cooperate with women after competing under affirmative action.

Intersecctionality

Intersectionality is a subject that permeates diversity. Intersectionality is an ana-
lytical framework for understanding how aspects of a person’s social and political identities
combine to create different modes of discrimination and privilege [35]. The term was con-
ceptualized and coined by Kimberlé Williams Crenshaw in 1989 [35]. For some women, in
particular women of color who are doubly and sometimes triply excluded because of their
skin color and language practices, the discourse on gender may itself be harmful [34, 110].

Intersectionality is a complex and relevant approach that is little known in the scope
of the Software Engineering research field. Respondents brought to the light they see the
number of opportunities increasing for women, however, the initiatives seem to be focused
on white women. More than that, they mentioned they have few black and transgenders
workmates. Another face of diversity mentioned was ageism, the process of systematic
stereotyping or discrimination against people because they are old, just as racism and sex-
ism accomplish with skin color and gender [24].

"In the previous company, I was the only woman on the team I was on, there
was only one black man, and diversity was not encouraged, not everyone had
a voice in the company." [Woman]

"Most black people have a history of more sacrifices to be able to gain good
positions in the market." [Man]

"Lack of opportunities due to ageism." [Man]

"White men. Few girls and black people. No transgender people." [Man]
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Gordón and Palacios [130] say the diversity crisis is not limited to women, it is
about social identities that go beyond gender and race, but it is mainly about power. There
are cases in which software workers belong to two or more underrepresented groups. It is
clear that systems of privilege and oppression often converge for underrepresented groups,
i.e., there are organizational power dynamics that have historically privileged some groups
and marginalized others in the Software Engineering field [8, 130].

Gordón and Palacios [130] say an intersectional approach invites Software Engi-
neering researchers to read data in different ways and ask other questions that increasingly
demonstrate the flaws of a race-only or gender-only approach.

Meritocracy and Elitism

From our answers, meritocracy and elitism are also understood as problems related
to diversity.

Meritocracy is a social system in which advancement in society is based on an
individual’s capabilities and merits rather than based on family, wealth, or social background
[86]. Nowadays, meritocracy is a subject with a lot of attention, however, the "if you want
you can" speech opposes the lack of financial resources some individuals have to enter the
software engineering field. The area is defined as elitist once equipment and training are
usually expensive. If an individual does not have the means to be trained as a software
developer, the discourse of meritocracy does not apply.

"I see a lot that plasticized discourse of meritocracy, defending that it is
enough for a person to want what he can do." [Man]

"It is an elitist area. And the elite has one color and one gender. The market
would easily accept black or trans people with the appropriate technical skills,
but why does the market have almost no such people? Because these people
are marginalized, they are on the periphery, they are without access to our world.
Equipment, courses, internet, everything is expensive, so only the same group,
the same elite as ever, qualify well. Companies are more open to diversity, but to
what extent will this bring a truly diversified team?" [Man]

However, given the structural mechanisms that have played a critical role in women’s
exclusion from computing, the educational implications of this history are more challenging
than current efforts imply [110]. As Hicks [76] cautions readers:

"Despite the rhetoric of meritocracy, patterns like these will not be undone by
the individual career choices of workers, especially if they belong to groups that
lack the power to participate in the structures of dominance and control that cre-
ated institutionalized discrimination in a given organization or industry in the first
place." (p. 238)
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Pozos and Friend [110] say it is not enough for educators to support the develop-
ment of women’s interest in computing. There is also a need to address entrenched social
values and stereotypes at a systems change level. It will require rethinking how technical
expertise is assessed (e.g., challenging the effectiveness of whiteboard technical interviews)
and expressed and bridging the gap between entry-level and leadership positions [110].

Unawareness

The survey respondents reported that diversity does not matter or should not be
considered when talking about software development teams. Accordingly to respondents,
people should be treated equally, no matter their gender, and what must be considered is
their ability, not their identity. Also, comments that the career is not for women.

"I’ve heard several people, mostly men (professors, college friends, lecturers),
saying that [diversity] it’s not important, that this profession is not for women.
There are still a lot of people who are resistant to this issue." [Woman]

"Some people are just trying to take advantage of this, focused on political
issues and does not care about the real issues." [Man]

"Do not classify humans in genders when you are focused on the team." [Man]

"For me, I don’t think the gender of the person makes a difference." [Woman]

"There’s lots of discussion about women in tech, but I still see very few applica-
tions from women for technical roles." [Man]

"I see that technology is predominant male, but as other areas like psychology
are predominant female, I don’t see any problem with that." [Man]

Alba [3] says gender equality does not mean pretending that "male" and "female"
do not exist. Gender equality also does not mean that males and females must always
be treated the same. In some cases, what is required is not equal treatment but equitable
treatment. Equity means recognizing that differences in ability mean that fairness often
requires treating people differently so that they can achieve the same outcome. At times
equity is necessary to achieve gender equality, but there are many instances where this is
not the case [3].

Alba [3] also says, most of the time, women and girls are at no inherent disadvan-
tage due to a lack of ability that warrants differential treatment. Gender equality can often
be achieved by holding everyone to the same standard. The problem is the irrational gender
bias that women and girls are routinely subjected to [3].
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Bias is a person or entity’s inclination towards or prejudices against one thing, per-
son, or group compared with another, usually in a way that’s considered to be unfair [31].
A person or entity’s bias primarily based on another person’s gender is ’gender bias’ [18].
There are primarily two types of biases:

1. Conscious bias (or explicit bias): Conscious bias is to be aware, intentional, and re-
sponsive. It is a tendency, trend, inclination, feeling, or opinion, which is particularly
preconceived and certainly unreasonable [18];

2. Unconscious bias (or implicit bias): Unconscious biases are social stereotypes about
certain groups that individuals form outside their own conscious awareness. Everyone
holds unconscious beliefs about various social and identity groups, and these biases
stem from one’s tendency to categorize social worlds. Unconscious bias is far more
prevalent than conscious prejudice and often incompatible with one’s conscious values.
Certain scenarios can activate unconscious attitudes and beliefs. There is evidence of
widespread prejudice against women and girls from decades of psychological research
[3, 18].

Bosu and Sultana[18] identified examples of unconscious biases that women often
encounter in OSS projects:

• In our society, there is a trend of a belief that women have the instinct to do better or
worse at certain tasks or have different interests.

• People often strain to argue that women are ’biologically’ and ’culturally’ good and
trained at certain tasks such as communication, visual design, documentation. There-
fore, women in some OSS projects are often forced to do certain activities like docu-
mentation, tutorial, or UI work even though they do not feel interested in them.

• Due to the lack of women in OSS, the community often behaves as an all-male envi-
ronment. For example, desktop wallpapers, advertisements, and conference presen-
tations are often decorated with some graphics and texts that are uncomfortable to the
women counterparts.

6.4.3 Other Findings

Besides gender issues, some other subjects appeared and they permeate diversity
issues. We believe the Empathy Map questions supported these subjects to appear once
they connect with what people think, feel, say, and do. We can develop rich insights which
help to identify genuine issues, problems, or concerns that the respondents may have. The
subjects have touch points with diversity and gender issues. The themes that support this
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section are: Sentiment and Emotions, Overload, Financial Concerns, Family and Personal
Life, What People Want, Needs.

Sentiment and Emotions

The first theme we approach in this Section is Sentiment and Emotions. During the
coding process, we observed the theme pervaded the respondents’ answers.

Sentiment and Emotions have gained attention from both the research commu-
nity and industry. This growing attention to emotion and sentiment can be attributed to a
deepening awareness of the affective impact states have on work performance, and team
collaboration [102].

Ekman et al. [43] obtained evidence for six basic emotions: happiness, surprise,
fear, sadness, anger, and disgust combined with contempt. Plutchick [109] lists eight basic
emotions, each primary emotion with a polar opposite so that: joy as opposite of sadness,
fear as the opposite of anger, anticipation as the opposite of surprise, and disgust as the
opposite of trust. When coding and grouping the codes in themes for this work, we use
the combination of the list of emotions from both authors, Ekman and Plutchik [43, 109] as
sub-themes.

Happiness/Joy: Feelings of contentment;
Respondents reported happiness, satisfaction, and joy as thoughts and feelings that
motivate them. Also, happiness and joy were mentioned with other aspects of respon-
dents’ lives, such as family and financial stability.

"Happiness, health, and money." [Man]

"Happiness, social well-being and family well-being." [Man]

Trust: Feelings of peace and connection;
Trust was reported as related to trust workmates and management, impacting financial
and career growth.

"Be trusted by the team and management. To have a good salary and be
promoted." [Woman]

Fear: Negative feelings of fright and anxiety;
Fear was reported mainly related ,with the possibility of losing a job or being in the
wrong place.

"Fear of being fired." [Woman]

"Fear of losing my job." [Man]
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Sadness: Negative feelings of loss or disappointment;
Respondents reported sadness for the small representation of women in technology
and its struggle.

"Sometimes discouragement, sometimes sadness. But sometimes, even
the small representation gives me hope to continue opening the way for more
women in technology." [Woman]

"A lot of questioning and nothing is simple to solve. I feel tired because I
think a lot before proposing something because I want to make a difference.
As I said at the beginning, I feel that I need to take a stand and always make
contributions." [Woman]

Anger: Feelings of frustration;
Respondents reported feeling frustrated when they realized that diversity is not impor-
tant for some people.

"I get frustrated because for many people diversity is not important, making
it difficult for other women to enter this area (because they act as if that is
not their place, not only making women not want to enter this area, but also
giving up)." [Woman]

Anticipation: Feelings centered around waiting for an event;
We considered stress and mental strain as evidence of anticipation. Stress is our
body’s response to pressure [51]. Strain is the state of a system on which excessive
demands are made, as muscular strain and psychological strain, usually due to an
emotional overload [9].

"Mental strain from performing tasks from different contexts." [Woman]

"Stress. Too much to do and too little time and/or energy." [Woman]

Surprise: Positive feelings of shock;
We did not identify feelings of surprise coming from the respondents from the survey.

Disgust: It relates to feelings of avoidance;
We did not identify feelings of disgust coming from the respondents from the survey.

Focusing on the negative may already be intuitive to many developers. It is a com-
mon occurrence that developers share horror stories about their working experience [66].
Graziotin et al. [65] link happiness, software quality, and developer productivity. It is an
attractive and important endeavor to understand happiness and unhappiness in all its com-
ponents – positive and negative emotions and moods. Scholars in industrial and organi-
zational psychology have suggested that understanding happiness and unhappiness could
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lead to cost-effective ways of enhancing working conditions, job performance and limiting
the occurrence of psychological disorders [65]. Graziotion et al. [64] say unhappiness’s
highest impact is experienced on programming productivity as expressed by cognitive per-
formance, including creativity and flow and process-related performance. They found sev-
eral job-related adverse effects and even indications of mental disorders: work withdrawal,
stress, anxiety, burnout, and depression.

Novielli and Serebrenik [102] say awareness of mood during work on a project and
how affective states are reflected in our communication style might help developers work
more effectively in teams, thus improving the outcome of collaborative development. Also,
scaling up to the organizational level, information about the developers’ emotions can be
used to assess the effectiveness of a software development methodology. For example,
a company that implements agile development might interpret negative emotions, such as
stress and frustration, as a sign that agile principles are not being applied correctly or that
developers are not aligned with such principles, thus increasing the risk of developer burnout
and undesired turnover [102].

From this theme, we can observe happiness and trust pointing to well-being, remu-
neration, and career growth. Fear and anticipation appear related to the fear of being fired,
which could lead to being productive and working on too many tasks and small deadlines. If
evidence from different researches on the subject suggest positive mood and emotions pay
off in terms of performance [67], from our survey and previous researches, we can assume
that a wealthy life supported by a diverse and psychologically safe work environment could
bring benefits for both, employees and companies.

Overload

Work overload was also a theme that permeated the answers from the respon-
dents of the survey. We identified two themes: causes and consequences of overloading.
Respondents reported things as interruptions, lack of focus and too many tasks as causes
for overload. The consequences reported are mainly related to low productivity, low quality
and delayed deliveries. Some quotes, follow:

"Work overload, excessive interruptions, few colleagues to count on for certain
tasks, delays, poor quality of deliveries." [Woman]

"Overbooked. A lot of priorities are to be completed in a short time. A lot of
obstacles that avoid or delay the project." [Woman]

"Too much to do and too little time and/or energy. Sometimes feels like a
lonely uphill battle." [Woman]
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Zika et al. [156] say that their study indicates that there are associations between
a high level of project overload and (a) high levels of psychological stress reactions, (b)
decreased competence development, and (c) deviations from time schedules.

Claes et al. Claes2018a worked empirically in an approach to detect stress and
overload from the point of view of abnormal working hours. They say poor working patterns
can reduce individual health, well-being, and productivity.

Fujigaki [53] examined the mental health of software developers and found a statis-
tically significant correlation between job events and an increase in depressive symptoms up
to a week after the job event. The study did not differentiate between different job events, but
instead, they included: time pressure of a deadline, work-overload, amount of work increase,
responsibility increase, and trouble with clients.

As mentioned previously in the theme "Sentiment and Emotions," affective states
have been shown to alter the productivity of software developers. Effects of unhappiness
while developing software include low cognitive performance, low motivation, work with-
drawal, low productivity, and low code quality [64].

Judy [85] says traditional, and startup software cultures celebrate long, hard hours
crashing for a deadline. The modern global distribution of business requires communication
and coordination with teams in vastly different time zones. While women can feel fulfilled and
challenged by extreme work schedules, they lead to attrition from the industry [74] though
not necessarily any more than for their male counterparts.

Financial Concerns

Respondents reported different concerns regarding finances, but we did not group
them in sub-themes once the codes are highly related. They highlight the importance of
earning what is fair. For women, fair is to earn the same as their male peers. They also
express preoccupation with the financial stability to provide for their families and to have a
sustainable retirement. Fear of unemployment was also mentioned.

"I want piece of mind, a sustainable retirement and traveling." [Man]

"Will I get the same salary a man gets? Will I receive the same respect and
success as a man?" [Woman]

"Earning well to help my parents. So my father can stop working." [Woman]

"I fear losing my income and ending up in a difficult situation." [Man]

"I need a fair salary raise like my male colleagues." [Woman]

"I want my own home and financial security." [Woman]
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Family and Personal Life

For this theme we did not split themes in sub-themes, once all the codes are highly
related. From the respondents’ answers, work-life balance and the importance of family
appeared. Respondents want quality time with their families, and also they want to have a
wealthy life to support them.

"Living away from home showed me how valuable it is to be with one’s family.
With the pandemic (Covid-19), I was able to go home and experience it again
every day. Being in the family is what motivates me. My parents motivate me."
[Woman]

"I want to be able to help my parents." [Woman]

"Happiness and life quality." [Man]

"I dream of giving a better life to my family." [Man]

"Work life balance." [Woman]

Aboobaker et al. [2] say various workplace factors like total working hours, over time
requisites, inflexible work schedules, unaccommodating peers, and an uncongenial organi-
zational culture create conflict between the work and family roles. Conflict between work
and family is associated with increased occupational stress and burnout, intention to quit
the organization, lower health, and job performance, low job satisfaction, and performance,
high absenteeism rates, reduced career commitment, increased psychological distress, in-
creased parental conflict, and marital distress, increase in child behavior problems and poor
parenting styles and lower satisfaction with parenting. Conflict between work and family is a
significant factor that contributes to turnover intention [2].

Judy [85] says the industry needs to make a specific commitment to being more
supportive of women workers, and one of these commitments is to support their employees’
full range of interests and better balance work and family life. Machado et al. [118] say for
women, motherhood represents a special and tense period to reconcile professional life with
family responsibilities.

"I want low stress levels." [Man]

"I talk about a health mix. Culture. Better decision-making. Healthy working
culture. Respectful language. Understanding that people don’t need to be open
source contributors or work 18 hour days to be good developers. " [Man]



105

6.5 Discussion

We conducted this survey to qualitatively understand the perceived benefits and
difficulties of gender diversity in software development teams. The answers we had aligned
with different related work performed by researchers from the Software Engineering com-
munity. We also found out studies from other knowledge fields, such as psychology, that
studied gender issues in technology and corroborated our findings.

From a beneficial point of view, we have that gender-diverse workplace are prone to
have better ideas sharing, better decision making, creativity, and innovation. Characteristics
linked to women were highlighted as empathy, flexibility, and collaboration.

To achieve the benefits mentioned, respondents reported that some companies
worked to improve the hiring process to be more gender-inclusive. To support and guarantee
inclusion and safety, solid cultural codes were created.

There is mutual support from women to women. Women support and inspire each
other to remain in technology or enter the field. More than that, some men reported being
touched by the issue and diligently deconstructing their prejudice and misconceptions about
women in technology.

However, there are also difficulties from the point of view of gender diversity in
software development teams. There are still cases the respondents do not see diversity. It is
common to see only one woman in teams or just a few. More than that, no other gender than
men and women, so the white, cisgender man is the pattern most of the time. The same
pattern repeats itself in leadership positions.

This reported pattern leads to an issue: male protectionism and privileges. Due
to that, women report being frequently disrespected and face difficulties in thriving in their
careers. Sexism and prejudice used to happen together.

But there are other dimensions of diversity that pervaded the answers, and inter-
sectionality is mentioned. Intersectionality aims to study how aspects of a person’s social
and political identities combine to create different modes of discrimination and privilege. So,
when racism is mentioned, we can exemplify when respondents brought to the light they
see the number of opportunities increasing for women, however, the initiatives seem to be
focused on white women, excluding the intersection of race and gender of black women.
Ageism, the discrimination against people because they are old, was also mentioned. Some
people feel they lost, or even do not have opportunities, due to their age.

A little less explored as a dimension of diversity, social vulnerability is related to
meritocracy and elitism. The "if you want you can" speech opposes the lack of financial
resources some individuals have to enter the software engineering field. In Brazil, equipment



106

and training in Software Engineering are usually expensive, so the entry point to the field is
difficult for people in social vulnerability.

We also observed a lack of awareness about the need to talk about the subject.
The survey respondents reported that diversity does not matter or should not be considered
when talking about software development teams. Accordingly to respondents, people should
be treated equally, no matter their gender, and what must be considered is their ability, not
their identity. It would be the ideal scenario, however, due to unconscious bias that women
and girls (and other dimensions of diversity) are routinely subjected to and the different
other points we already mentioned in this work, we see it as important to keep an active
awareness about the subject. The unconscious bias leads to people arguing that women
are ’biologically’ and ’culturally’ good and trained at certain tasks such as communication,
visual design, and documentation even though they do not feel interested in them.

We believe the Empathy Map questions were positive once additional and com-
plementary subjects appeared, besides gender diversity, once it aims to connect with what
people think, feel, say, and do. We retrieved rich insights which help to identify genuine
issues, problems, or concerns that the respondents may have. The subjects have touch
points with gender issues. Themes such as Sentiment and Emotions, Overload, Financial
Concerns, Family and Personal Life appeared consistently through the answers.
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7. DISCUSSION

In the context of empirical research on human and social aspects of software engi-
neering, we understood there was an opportunity to identify factors that could benefit most
from gender diversity in development teams. Through a case study based on a longitudinal
quantitative analysis and a qualitative survey, we intended to answer the following research
question:

What are the impacts of gender diversity on the performance and results of software
development teams?

First of all, we ran a systematic literature review. We considered the period from
January 2010 to March 2020, focusing in gender and women in Software Engineering. We
identified a list of 126 qualified papers and evaluated them concerning how gender and
women studies pervade Software Engineering. We found out that 79% of the published
studies used the words gender, woman/women/female, indistinctly considering binary gen-
der studies. However, few studies from the selected list bring the non-binary gender discus-
sion to the light. There are challenges once gender is a social construct, and most studies
reduce gender to binary (whether the individual is a woman or a man), risking a potential
omission of non-binary people. Studies mentioning explicitly transgender individuals are
also uncommon. These mapping was responsible the foundation of this research, once we
would like to understand how the scientific community was approaching the subject.

From the systematic literature review, more than to identify the foundations for this
thesis, we see additional opportunities to evolve gender research in Software Engineering in
different fronts in future work. The expansion of gender studies to non-binaries appears to be
a prolific area, as are the studies for transgender individuals inclusion. Additionally, to focus
on intersectional studies and the ones related to cultural differences, skills, social/historical,
emotions, performance, and gender prediction (on the dimension of non-binary).

Then, to run the case study we presented in Chapter 5, we relied on quantitative
analysis of data extracted from software development teams code repositories. We would
like to understand the impacts on the software assets delivered by the teams when they are
more or less diverse. The pull-based software development model, exemplified and popu-
larized by GitHub, decouples a software development task from the decision to incorporate
its results in the codebase: when the software development task is completed, its author
submits a pull request [49]. A pull request is the ability to propose changes to a remote
codebase, which is often the one considered to be the central repository. A pull request is
based on those changes, or delta, between a locally cloned codebase and the target central
repository. As its name indicates, a pull request is not an immediate change in the codebase
but a request for it [104].
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So, we studied 14 software development teams from a technology company from
Brazil, analyzing quantitative data from projects of their GitHub repositories. We analyzed
data using descriptive statistics and regressions. For these teams, we identified that increas-
ing gender diversity in small teams, also increase their Mean PRS and increasing diversity
in large teams, increase their Mean PRLT. However, we also observed that the men’s Mean
PRLT were the most impacted. For this last specific finding, we did not have enough data
to extend the study and understand why it happens. Here, we think that a more granular
approach on data, extracting information as who were the team members who reviewed the
code, how much time each member who reviewed the code took, what were the comments
and how these comments impacted on the continuity of the reviewing. All this points could
help to explain what kind of behavior leaded to this relationship. More than that, the analysis
per gender would be also necessary. Some hypotheses we could bring are: Do women
take more time reviewing code? If yes, why? Do they have more difficulties or they are
more careful? From grey literature, we know the pull request size can impact the time to
merge [68]. Depending on how many lines of code change, it requires more or less effort
to review. Ironically, developers tend to merge long pull requests faster. People get lazy to
perform through reviews when too many things are going on. So, they immediately approve
changes. There are two problems here: your time to merge goes up, and your quality goes
down [68]. So, we believe this finding has potential to support future work.

Besides gender, we also performed regression analysis to understand if the team
size would impact more than gender diversity when talking about Pull Request Size of the
teams or their Pull Request Lead Time. The idea was to ventilate if the size of a team could
be more relevant than how much a team is gender diverse. In this case, we observed that
increasing the team size in medium and large teams, increase their Mean PRS. Also, in-
creasing the team size for medium teams helps decrease their Mean PRLT, probably diluting
the workload through the team members.

These findings suggest that analyzing gender without considering other factors can
be insufficient and can lead to wrong conclusions about the impact of gender diversity in
software development teams. For this thesis we considered only team size as a comparison
factor, once it was the one we could extract from our data. Other factors that could be used to
extend this study are age, tenure, race/ethnicity, educational background, etc. Additionally,
is is important to reinforce that the data of the 14 teams studied are from the same company.
To replicate the study to other companies can bring different and complementary results.

From the qualitative point of view, the Survey results brought some perspectives
about the kind of gains of having more gender diversity in teams. In summary, for com-
panies, the main gains and benefits are the improvement of hiring process, to be more
gender inclusive, solid cultural codes and encouragement of gender neutral workplaces. As
results, companies reach better ideas sharing, better decision making and innovation. We
saw evidences there are men, who are touched by the subject, trying to deconstruct their
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prejudice and misconceptions about women in technology. Also, women try to support and
inspire other women to remain in technology or to enter the field. respondents highlighted
the importance of this kind of support.

When talking about perceived difficulties of gender diversity on software develop-
ment teams, the respondents said, they do not see diversity in their companies, but they
see the same pattern repeating itself in the teams and the leadership: white, men, cisgen-
der. More than that, this pattern leads to male protectionism and privileges. Women suffer
from sexism and prejudice, are frequently disrespected and, face difficulties to thrive in their
careers. Other dimensions of diversity pervade the answers, as racism and ageism. So-
cial vulnerability comes as a dimension related to meritocracy and elitism, once, at least in
Brazil, equipment and training in Software Engineering are usually expensive.

Also, in our survey, respondents reported male protectionism and privileges pre-
venting women to advance in their careers, which leads to a chain of difficulties for women:
Women suffer from sexism and prejudice, that can be veiled and also it can lead to harass-
ment. Women goes through professional insecurities. They feel they need to prove they are
as capable as men and it generates the feeling of never being competent enough and their
opinions’ are worthless and disrespected.

Companies have a hard time supporting diversity and inclusion. Affirmative initia-
tives are scarce: too much talking and no action. More than that, the perception is that
companies are hidden behind a facade of employers branding initiatives that happen only
from the door out.

To conduct the Survey using the empathy map as a tool, opened space to other
faces of diversity and also other kind of problems be mentioned as ageism, the process
of systematic stereotyping or discrimination against people because they are old, just as
racism and sexism accomplish with skin color and gender [24].

Meritocracy and elitism are also understood as problems. The "if you want you can"
speech opposes to the lack of financial resources some individuals have to enter software
engineering field. The area is defined as elitist once equipment and training are usually
expensive. If an individual does not have the means to be trained as a software developer,
the discourse of meritocracy does not apply. So we have four other aspects of diversity that
are perceived as difficulties besides gender: Intersectionality, racism, ageism and social
vulnerability.

Happiness and trust pointed to well being, remuneration, and career growth. Fear
and anticipation appear related to the fear of being fired, what could lead to the need of
being productive, working on too much tasks and small deadlines. If evidence from dif-
ferent researches on the subject suggest positive mood and emotions pay off in terms of
performance [67], from our survey and previous researches, we can assume that a wealth
life supported by a diverse and psychological safe work environment, could bring benefits
for both, employees and companies. Regarding finances and remuneration, respondents
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highlighted the importance of earning what is fair. For women, fair is to earn the same as
they male peers. They also express preoccupation with financial stability to provide for their
families and to have a sustainable retirement. Fear of unemployment was also mentioned.

Work overload was also a theme that pervaded the answers from the respondents
of the survey. They reported delayed deliveries, lack of focus, low productivity, work overload,
no quality in deliveries, etc. Work-life balance and the importance of family were mentioned
as important. Respondents want quality time with theirs families and also they want to have
a wealth life to support them.

Storey et al. [127] say modern software engineering involves both human and tech-
nical aspects and software engineering researchers may be expected to choose a balance
of research strategies that capture both social and technical characteristics of software de-
velopment. Storey et al. [128] also say social aspects can be approached methodologically
by inferring behavior from analyzing trace data of developers’ past activities (e.g., code com-
mits, code review comments, posted questions and answers on developer forums, etc.). But
the analysis of trace data alone is fraught with threats to validity as it shows an incomplete
picture of human behavior, intent, and social interactions in software engineering. Further-
more, trace data alone cannot be used to predict how a new solution may perturb an existing
process in industry settings, although relying on trace data can bring early insights about the
feasibility of a solution design. To appropriately capture and account for social aspects in
software engineering research, we need to use dedicated methods that directly involve hu-
man participants in our empirical studies.

Our findings are aligned with what is proposed by Storey et al. [127, 128]. Studies
regarding human and social aspects in Software Engineering need qualitative and quantita-
tive data triagularization to achieve more accurate results. Software Engineering is complex
and changes constantly, so, the importance of having different sources of data and also, the
importance of considering results of different studies from different researchers, so we can
have a plural result.

Our findings suggest that, when performing gender diverse quantitative studies, is
important considering different control variables to have a more accurate idea of the complex
social environment where the software development teams are inserted. Also, we reinforce
the importance of the qualitative studies to highlight the gender bias exists as the perpetua-
tion of the idea the Software Engineering is a men’s field.

More than ever, the subject is being intensively discussed by society and Software
Engineering researchers. To give visibility on these discussions is important so we can put
the results in perspective and to reach a field less biased and more inclusive.
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8. CONCLUSION

Diversity is being intensively discussed in different knowledge areas of society and
it is a complex issue, as groups can be diverse in terms of various attributes, such as eth-
nicity, gender, age, and socio-economic background. The discussions about diversity in
Software Engineering increased, in the last years, as well. Software engineering involves
real people in real environments, creating and maintaining software, so it is imperative to
study how software practitioners solve problems in real environments and how they interact.

8.1 Contributions

Through the development of this work we collected evidences that the subject is
relevant to the field. In a daily basis, women use to report their difficulties working with
Software Engineering, in different roles. However, it is frequently see as anecdotal or related
to a few.

The quantitative study brought information mainly for small and large teams. For
small teams we observed that the increasing in gender diversity also increase the Pull re-
quest Size of the teams. For large teams, we observed increasing the Pull Request Lead
Time. However, in this case, when we split the observation, we see that this increase hap-
pens mainly for men. It opens opportunity to extends the study to understand this factor.
The findings suggested that analyzing gender without considering other factors can be in-
sufficient and can lead to wrong conclusions about the impact of gender diversity in software
development teams. We considered team size as a comparison factor, once it was the one
we could extract from our data. Other factors that could be used to extend this study are
age, tenure, race/ethnicity, educational background, etc.

From the qualitative study, we had different evidences of how the subject is ignored
for some people and how it impacts career and emotions of women and people in other
dimensions of diversity. Unawareness and bias appeared in the answers, bringing evidences
that, yes, there are individuals that minimize the importance of considering diversity. Also,
the answers brought how it impacts women in a daily basis, when people reported difficulties
to thrive in careers due to sexism, racism, ageism and social vulnerabilities. Intersectionality,
meritocracy and elitism appeared as related topics, what makes the need of bringing these
subjects to the table more efficiently in research.

But the qualitative study also gave us evidences about the gains and benefits of
gender diversity. Some companies are diligently working on improve their hiring process,
to be more gender inclusive, solid cultural codes and encouragement of gender neutral
workplaces. They see they can reach reach better ideas sharing, better decision making and
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innovation. Also, there are men, trying to deconstruct their prejudice and misconceptions
about women in technology. Also, women try to support and inspire other women to remain
in technology or to enter the field.

8.2 Threats to validity

The validity of a study denotes the trustworthiness of the results and to what extent
the results are true and not biased by the researchers’ subjective point of view [154]. There
are different ways to classify aspects of validity and threats to validity in the literature [154].
For this research, we used a classification scheme that is suggested by Wohlin et al. [154],
and Yin [155], as follows:

8.2.1 Construct Validity

This aspect of validity reflects what extent the operational measures that are stud-
ied represent what the researcher has in mind and what is investigated according to the
research questions [154].

We see potential threats to construct validity in this research, coming mainly from
the Survey Chapter 6. If the constructs discussed in the survey questions were not inter-
preted in the same way by the researcher and the respondents, there is a threat to construct
validity.

8.2.2 Internal Validity

This aspect of validity is of concern when causal relations are examined. When the
researcher investigates whether one factor affects an investigated factor, there is a risk that
the investigated factor is also affected by a third factor. If the researcher is not aware of the
third-factor andor does not know to what extent it affects the investigated factor, there is a
threat to internal validity [154].

Regarding internal validity, we can mention Researcher bias: refers to the potential
bias that the author of the study may have when interpreting or synthesizing the extracted
results of the survey Chapter 6. This type of bias can occur in relation to a topic or because
only one author worked on data synthesis.
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8.2.3 External Validity

This aspect of validity is concerned with the extent to which it is possible to gener-
alize the findings and the extent to which the findings are of interest to other people outside
the investigated case. During analysis of external validity, the researcher tries to analyze to
what extent the findings are of relevance for other cases. In case studies, there is no pop-
ulation from which a statistically representative sample has been drawn. However, for case
studies, the intention is to enable analytical generalization where the results are extended to
cases that have common characteristics and hence for which the findings are relevant, i.e.,
defining a theory [154].

Concerning external validity, the results presented for the Case Study in Chapter
5 are valid for the software development teams of the company we analyzed. Diversity
culture and development process may vary across companies, bringing different results.
Same rational can be applied to the results from the Survey in Chapter 6. However, this
threat is also an opportunity to extend the study and invite researchers to replicate it in other
technology companies,

8.2.4 Reliability

This aspect is concerned with to what extent the data and the analysis are depen-
dent on the specific researchers. Hypothetically, if another researcher, later on, conducted
the same study, the result should be the same. Threats to this aspect of validity are, for ex-
ample, if it is not clear how to code collected data or if questionnaires or interview questions
are unclear [154].

For this research, we understand that reliability threats are mitigated once we pro-
vide a protocol for the case study (B) and a descriptive data collection and analysis Sections
in 5. Same happens for the survey, where we provide the protocol and question in C.

8.3 Congresses and Conferences

Through the journey to deliver this thesis, this research resulted in scientific pub-
lications. Additionally, the PhD. Candidate worked as reviewer for different conferences,
workshops and journals, and also as co-chair in a workshop. In the following subsections,
we present these results.
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Eng. Notes 45, 3 (July 2020), 25–27.
(QUALIS -)
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• Kohl, K. and Prikladnicki, R. (2021). Challenges Women in Software Engineering
Leadership Roles Face: A Qualitative Study. In Proceedings of the 23rd International
Conference on Enterprise Information Systems - Volume 2: ICEIS, ISBN 978-989-758-
509-8; ISSN 2184-4992, pages 205-212.
(QUALIS A3)(Cited by 1)

8.3.2 Reviewer

• Reviewer Agile Conference 2019, Session Track: The Future of Agile Software Devel-
opment (IEEE Software), Washington DC, USA, 2019

• Reviewer IEEE Software, SWSI-2019-06-0114. SWSI: Software Engineering in Soci-
ety.

• Reviewer IEEE Software, SWSI-2020-08-0222. SWSI: The Diversity Crisis in Software
Development

• Reviewer SBES 2020 mentored by Prof. Dr. Sabrina Marczak.

• Reviewer for EMSE - Empirical Software Engineering, in 2021.

• Program Committee, 3rd Workshop on Gender Equality, Diversity, and Inclusion in Soft-
ware Engineering (GE 2022) collocated with ICSE 2022.

8.3.3 Chair

• Co-Chair 2019 IEEE/ACM 2nd International Workshop on Gender Equality in Software
Engineering (GE), ICSE Workshop, together with Prof. Dr. Ivica Crnkovic, Chalmers
University of Technology (Gotemburgo, Suécia), and Prof. Dra. Sara Sprenkle, Wash-
ington and Lee University (Virginia, EUA)

8.4 Future Work

We observed that increasing diversity in large teams, increase their Mean PRLT.
However, we also observed that the men’s Mean PRLT were the most impacted. For this
last specific finding, we did not have enough data to extend the study and understand why
it happens. Here, we think that a more granular approach on data, extracting information
as who were the team members who reviewed the code, how much time each member who
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reviewed the code took, what were the comments and how these comments impacted on the
continuity of the reviewing. All this points could help to explain what kind of behavior leaded
to this relationship. More than that, the analysis per gender would be also necessary.

Also, previous studies from other researchers bring some possibilities to extend
this work. For example, for small teams we found out the Pull Request Size tend to increase.
Antin et al. [7] mention that in Wikipedia contributions, men do frequent contributions and
women larger contributions. Is it a behavior that maybe can be tested in Pull Requests of
Software Development Teams? Vasilescu et al. [138] and Terrell et al. [132] have studies
which women that use male profiles or the gender is not identifiable, have better acceptance.
Blind reviews for industry teams can support a more balanced PRLT?
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APPENDIX B – CASE STUDY PROTOCOL

This protocol is based on the model proposed by Brereton et al. [20] except for the
Ethics Considerations section, added by the author, which is mentioned by Runenson et al.
[116, 117]

The protocol established the steps to conduct the case study that partially answers
the research questions proposed in this thesis. Broadly, the goal is to understand the effect
of gender diversity on software development teams from the point of view of Pull Request
metrics as Pull Request Size and Pull Request Time to Merge, as use the semantics of
commit messages to extract qualitative information from the teams.

B.1 Research Question

As already mentioned, the protocol established the steps to conduct the case study
that partially answers the research questions proposed in this thesis. The main research
question is:

What are the effects of gender diversity on the performance and results of software
development teams?

To help to answer this research question, four sub-questions were defined and
presented in Chapter 1. This case study helps to answer the RQ1 and RQ1.1 sub-questions,
which follows:

• RQ1 What are the effects of gender diversity on software development teams when we
analyzed pull based metrics as Pull Request Size and Pull Request Time to Merge?

– RQ1.1Is there any other factor than gender diversity that has effect in Pull Request
Size and Pull Request Time to Merge?

B.2 Case Study Design

The importance of collecting empirical evidence in studies involving human and
social aspects in software engineering is known. The influence of gender diversity on the
daily activities and deliveries of software development teams fits into this category of studies.
What metrics, factors, and perceptions bring benefits or impact gender diversity in software
development teams?
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B.3 Unit Analysis

According to Yin [155], we can classify this study as a single embedded case
study, that is, multiple units of analysis and a single case. Each software development team
participating in the research is considered as a unit of analysis, and then, it is possible to
compare them. All teams belong to the same technology company, characterizing the single
embedded case study.

As a software development team, we are considering the group of individuals play-
ing different roles and functions within a team, as software engineers, testers, DevOps, De-
vSecOps, product owners, scrum masters, business analysts, agile coaches, people man-
agers, UX Designers, etc.).

Factor commonly used in software development we considered for collection: pull
requests.

Software Development Team is the group of software engineers, in their different
roles, responsible for designing and building the software products required by stakeholders.
We considered the size of the team and the roles and responsibilities of each member.

Pull Request Size is the average of the total lines of code changed (added +
removed). The highest the number, the bigger is the pull request. Large pull requests carry
more risk when deploying to production and are more challenging to review, merge, and
release. Deploying pull requests of a reasonable size enables the team to review and ship
new features at a faster cadence and with greater confidence [56].

Pull Request Lead Time is the time between the first commit on a branch and the
merge action of a pull request on that branch. The timestamp of the first commit on a branch
is subtracted from the timestamp on the merge action of the pull request [56].

B.4 Replication Strategy

In the case of other researchers got interested in replicating the study they must
run this protocol for different Software Development Team of a technology company. It is
essential that researchers interested in replicating the experiment check the applicable rules
related to their respective ethics committees.
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B.5 Data Collection

Data collection occurred during the year 2020. We used third-degree techniques
[93], extracting data from code repositories (GitHub).

B.6 Data Collection Plan

The second semester of 2020 was used to create Python scripts to retrieve data
from code repositories. In January and February of 2021, we ran the scripts to collect
data from 14 software development teams with different numbers of members and different
gender distributions.

B.7 Data Storage

After anonymization, organization, cleaning, and completion, the data will be stored
and shared in GitHub repositories with the scientific community.

B.8 Data Analysis

Runeson et al. [117] say the amount and types of data being collected can in-
fluence the types of analyzes that will be performed. During protocol development, it may
be premature to know which specific analytical techniques will be used. However, the re-
searcher must be able to anticipate the types of techniques. The nature of the case studies,
including the volume and variety of data collected during the case studies, means that re-
searchers will need to design their study to handle large, complex, and diverse datasets.
For the analysis we identified the need to use descriptive statistics and linear regression
analysis.

Descriptive statistics, such as mean values, standard deviations, histograms, and
scatter plots, are used to understand the data collected. Regression analysis is a well-known
statistical learning technique useful to infer the relationship between a dependent variable Y
and independent variables X [6]. In regression analysis you have your dependent variable
— the main factor that you are trying to understand or predict, and then you have your
independent variables — the factors you suspect have an impact on your dependent variable
[55]. Hypothesis testing is conducted to determine if there is a significant effect of one
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or several variables (independent variables) on one or several other variables (dependent
variables) [154].

B.9 Tools to Support Quantitative Analysis

To support the quantitative analysis in this work, we used Python scripts and sci-
entific libraries like Pandas, Numpy, Scipy, Statsmodel, and scikit-learn.

B.10 Validity

The validity of a study denotes the trustworthiness of the results and to what extent
the results are true and not biased by the researchers’ subjective point of view [154].

There are different ways to classify aspects of validity and threats to validity in the
literature [154]. For this research, we used a classification scheme that is suggested by
Wohlin et al. [154], and Yin [155], as follows:

• Construct Validity: This aspect of validity reflects what extent the operational mea-
sures that are studied represent what the researcher has in mind and what is investi-
gated according to the research questions. If, for example, the constructs discussed in
the interview questions are not interpreted in the same way by the researcher and the
interviewed persons, there is a threat to construct validity [154].

• Internal Validity: This aspect of validity is of concern when causal relations are ex-
amined. When the researcher investigates whether one factor affects an investigated
factor, there is a risk that the investigated factor is also affected by a third factor. If the
researcher is not aware of the third-factor andor does not know to what extent it affects
the investigated factor, there is a threat to internal validity [154].

• External Validity: This aspect of validity is concerned with the extent to which it is
possible to generalize the findings and the extent to which the findings are of interest
to other people outside the investigated case. During analysis of external validity, the
researcher tries to analyze to what extent the findings are of relevance for other cases.
In case studies, there is no population from which a statistically representative sample
has been drawn. However, for case studies, the intention is to enable analytical gen-
eralization where the results are extended to cases that have common characteristics
and hence for which the findings are relevant, i.e., defining a theory [154].

• Reliability: This aspect is concerned with to what extent the data and the analysis are
dependent on the specific researchers. Hypothetically, if another researcher, later on,
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conducted the same study, the result should be the same. Threats to this aspect of
validity are, for example, if it is not clear how to code collected data or if questionnaires
or interview questions are unclear [154].

B.10.1 Internal Validity

This aspect of validity is of concern when causal relations are examined. When the
researcher investigates whether one factor affects an investigated factor, there is a risk that
the investigated factor is also affected by a third factor. If the researcher is not aware of the
third-factor andor does not know to what extent it affects the investigated factor, there is a
threat to internal validity [154].

Regarding internal validity, possible threats that we can anticipate for this work:

• Researcher bias: refers to the potential bias that the author of the study may have
when interpreting or synthesizing the extracted results. This type of bias can occur in
relation to a topic or because only one author worked on data synthesis. In this case,
to reduce the risk of the threat, the author will send the research to other researchers
for feedback.

• Change in teams: an individual leaves the development team or a new one joins. This
can influence how study participants feel and act.

B.10.2 External Validity

This aspect of validity is concerned with the extent to which it is possible to gener-
alize the findings and the extent to which the findings are of interest to other people outside
the investigated case. During analysis of external validity, the researcher tries to analyze to
what extent the findings are of relevance for other cases. In case studies, there is no pop-
ulation from which a statistically representative sample has been drawn. However, for case
studies, the intention is to enable analytical generalization where the results are extended to
cases that have common characteristics and hence for which the findings are relevant, i.e.,
defining a theory [154].

Concerning external validity, a possible threat that we can anticipate for this work is
there are not enough software development teams for analysis. Since the subject is sensitive
and diversity culture and policies may vary across companies, the survey can generate better
analytical generalization with the participation of different teams from different companies;
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B.10.3 Reliability

This aspect is concerned with to what extent the data and the analysis are depen-
dent on the specific researchers. Hypothetically, if another researcher, later on, conducted
the same study, the result should be the same. Threats to this aspect of validity are, for ex-
ample, if it is not clear how to code collected data or if questionnaires or interview questions
are unclear [154].

B.11 Reports

An empirical study cannot be distinguished from its reports. The report commu-
nicates the results of the study, but it is also the main source of information to assess the
quality of the study [154].

A variety of reports should be produced during and after the case study, including:

• A series of interim reports for research colleagues and doctoral advisors;

• Reports for teams and companies that support the survey

• Submission of papers to conferences and academic journals reporting intermediate
results of the case study;

• Submission of papers to conferences and academic journals after completion of the
case study;

• The doctoral thesis.

B.12 Schedule

The schedule for the execution of this research protocol is presented together with
the schedule for this thesis in Chapter 3.



149

APPENDIX C – SURVEY PROTOCOL

Kitchenham et al. [108] say the survey is not just the instrument (the questionnaire
or checklist) for gathering information. It is a comprehensive system for collecting data to
describe, compare or explain knowledge, attitudes, and behavior.

This protocol established the steps to conduct a survey study that partially answers
the research questions proposed in this thesis and it is based on the model proposed by
Brereton et al. [20] except for the Ethics Considerations section, added by the author, which
is mentioned by Runenson et al. [116, 117].

Kitchenham[108] say the survey instrument is part of a larger survey process with
clearly defined activities we describe below:

C.1 Setting specific, measurable objectives

As already mentioned, the protocol established the steps to conduct the survey
that partially answers the research questions proposed in this thesis. The main research
question is:

What are the effects of gender diversity on the performance and results of software
development teams?

To help to answer this research question, four sub-questions were defined and
presented in Chapter 1. This survey helps to answer the RQ2 and RQ3 sub-questions,
which follows:

• RQ2 What are the perceived benefits of gender diversity on software development
teams reported by individuals?

• RQ3 What are the perceived difficulties of gender diversity on software development
teams reported by individuals?

C.2 Planning and scheduling the survey

The survey was planned, administered, and analyzed following the schedule pre-
sented in Chapter 3, Figure 3.2.
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C.3 Ensuring that appropriate resources are available

To support the execution of the Survey process, we used Qualtrics 1, which is a use
web-based survey tool to conduct survey research, evaluations, and other data collection
activities. To support the qualitative analysis of this work, we used the MAXQDA tool 2.

C.4 Designing the survey

To design the survey, we used the empathy map canvas technique to inspire the
questions. The original idea was to use the empathy map in interviews, focus groups, and
surveys. However, in 2020, the Covid-19 pandemic forced a drastic increase in the number
of videoconference meetings, which impacted our process of interviewing people and doing
focus groups. Bailenson [11] says videoconferencing was a critical tool that allowed schools
and many businesses to continue working during shelter-in-place, and Zoom, in particular,
helped hundreds of millions of people by making video conferencing free and easy to use.
However, something about being on videoconference all day seems particularly exhausting,
and the term "Zoom Fatigue" caught on quickly. Bailenson [11] says outlining nonverbal
overload as a possible explanation for Zoom Fatigue in both work and social life. So, we
opted for using only the survey through the web where respondents could answering asyn-
chronously. The idea was to minimize the fatigue and exhaustion of people who were willing
to support the research.

The empathy map technique was created by Dave Gray in 2009 as part of a user-
centric design toolkit called Gamestorming [63]. It’s a method for understanding the audi-
ence, including users, customers, and other participants in any business ecosystem. It helps
teams develop a deep and shared understanding and empathy for others. The empathy map
allows exploring the external observable world and the user’s internal mindset: what the user
is doing, seeing, hearing, thinking, and feeling (including pain and gains).

C.4.1 Informed Consent Form

Before answering the survey, respondents needed to agree with the following In-
formed Consent Form.

1https://pucrs.qualtrics.com/
2https://www.maxqda.com/



151

AN EMPIRICAL STUDY ON THE IMPACT OF GENDER DIVERSITY IN SOFT-
WARE DEVELOPMENT TIMES

Please read and, if deemed appropriate, express your consent to participate in this
survey before starting, selecting the ACCEPT option presented at the end of this term.

Please, if you have any questions before, during or after your participation, send an
email to karina.kohl@edu.pucrs.br and / or rafael.prikladnicki@pucrs.br

CONSENT TO PARTICIPATE IN RESEARCH

You are being invited to participate in a research developed by Karina Kohl Silveira
(doctoral student) and Rafael Prikladnicki (professor advisor), “An Empirical Study on the
Impact of Gender Diversity in Software Development Teams”, from the School of Technology
at PUCRS - Brazil.

The objective is to observe which are the factors related to software engineering
that most benefit from gender diversity in software development teams.

You should read the information below and if you do not understand or have any
questions you can contact us by e-mail before deciding whether or not to participate.

This survey is voluntary and you have the right to stop participating at any time for
any reason.

It will take you about 30 minutes (estimated time to complete the survey).

You will not receive any reward for this.

No identifying information about you will be included in publications that may result
from this research.

The collection of information for this project will be completed in December 2021
and all information obtained will be stored securely for a period of one year after this date or
until the completion of the written work.

By continuing this survey, you agree that any questions you had were adequately
answered and that you agree to participate in this study. I understood the procedures de-
scribed above.

C.4.2 Questions

Below, we list the demographic questions and the empathy map questions as de-
fined by Dave Gray [62], as we included in the survey:

Demographic Questions

• Name (Optional)

• Email (Optional)
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• Education (Desirable)

• Age (Desirable)

• Gender (Required)

• Race / Ethnicity (Desirable. By answering this question, you help to consider aspects
of Intersectionality in the study)

• Name of the company where you work (Optional)

• How big is the company? (may be an approximate size) (Desirable)

– 1 - 10 employees

– 11 - 50 employees

– 51 - 250 employees

– 251 - 1000 employees

– 1001 - 2000 employees

– more than 2000 employees

• Briefly describe the company’s main focus: (Desirable)

• How is your team organized? (Required)

– Locally

– Distributed in the national territory

– Globally distributed

• Is the team located in the same physical space? (Required)

– Yes

– No

– Normally yes, not during the Covid-19 pandemic

Professional Experience

• How long do you work with technology? (Required)

• How long do you work at the company you are currently in? (Desirable)

• How long have you been part of your team? (Required)

• What role do you play? (Required)

– Business Analyst
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– Project Leader / Project Manager

– Software architect

– Developer

– DevOps

– UX

– Product Owner / Product Manager

– Scrum Master

– Other. Which one?

• How do you evaluate your experience in this role? (Desirable)

– Beginner (up to 1 year experience)

– Experienced (1 - 3 years experience)

– Specialist (over 3 years of experience)

About your team

• How many people in your team currently? (Required)

• What methodology is used? (Desirable)

– Waterfall

– scrum

– Kanban

– SAFe

– Other. Which one?

Empathy Map Questions

The next questions are related to the empathy map on gender diversity in software
development teams. Answer the questions thinking about you and the gender you identify
with. If in any question you find it important to score something about your race / ethnicity,
the study will become enriched in terms of intersectionality.

• What do you need to do in your daily activities?:

– What types of tasks do you want to do or need to do in the context of your team?
(Mandatory)

– What types of tasks do you want to do or need to do in the context of your team?
(Mandatory)
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– What kind of decisions do you need to make in your daily activities? (Mandatory)

– How do you know that you have succeeded in the tasks you performed? (Manda-
tory)

• What do you see?:

– What do you see in the job market in terms of gender diversity in software devel-
opment teams? (Mandatory)

– What do you see in your immediate environment when you observe gender diver-
sity in software development team? (Mandatory)

– What do you see others saying or doing about gender diversity in software devel-
opment teams? (Mandatory)

– What do you usually see and read about gender diversity in software development
teams? (Mandatory)

– Who’s around you? (Mandatory)

– Who are your friends / colleagues? (Mandatory)

– What kind of tasks are you exposed to on a daily basis? (Mandatory)

– What kind of problems do you have to perform these tasks? (Mandatory)

• What do you say?:

– What do you usually say about gender diversity in software development teams?
(Mandatory)

– What do you imagine others saying about gender diversity in software develop-
ment teams? (Mandatory)

• What do you do?:

– What is your observed behavior about gender diversity in software development
teams? Do you actively do something about it that other people notices? (Manda-
tory)

– What is your attitude towards gender diversity in software development teams)?
(Mandatory)

– What can you be saying to other people through your behavior towards gender
diversity in software development teams? (Mandatory)

• What do you LISTEN to?:

– What do you hear others say about gender diversity in software development
teams? (Mandatory)
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– What do you hear friends say about gender diversity in software development
teams? (Mandatory)

– What do you hear your colleagues say about gender diversity in software devel-
opment teams? (Mandatory)

– What do you hear other people talking about gender diversity in software devel-
opment teams? (Mandatory)

• What do you THINK and FEEL?:

– What are your biggest frustrations related to gender diversity in software develop-
ment teams)? (Mandatory)

– What obstacles there are between you and what you want / need to achieve (pro-
fessionally and within your team)? (Mandatory)

– What risks do you fear to face ? (Mandatory)

– What do you really want or need to get? (Mandatory)

– How do you measure your success ? (Mandatory)

– Think of some strategies to achieve your goals. Can you share some of them?

– What are other thoughts and feelings that motivate your behaviors (in general)?
(Mandatory)

– What is really important to you (and which you may not say publicly)? (Mandatory)

– Imagine your emotions, what motivates you? (Mandatory)

– What can keep you awake at night? (Mandatory)

Closing Questions

Any comments on the topic that you would like to report? Would you like to collab-
orate with data for the quantitative analysis of this research? We are looking for data from
repositories (github, gitlab, etc.) that contain basic information about projects, repositories,
commits and issues. All data will be anonymized. If you want / can collaborate, please leave
a contact below. Thank you!

C.5 Preparing the data collection instrument

As mentioned, to support the execution of the Survey process, we used Qualtrics.
We included the questions in the tool in Portuguese and English to reach not only the Brazil-
ian community of software development but also people from all around the globe.
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C.6 Validating the instrument

To validate the survey, we ran the first round with three respondents to give feed-
back about the questions. Once the report was positive, we went through the next step.

C.7 Selecting participants and Administering and scoring the instrument

Our target population consists of people who identify themselves as part of a soft-
ware development team worldwide. We shared the web link for the survey in social networks
to reach software development professionals (e.g., LinkedIn). So, we opted for the Non-
Probabilistic Sampling Method called Convenience sampling. This kind of sampling involves
obtaining responses from those people who are available and willing to take part, and we
were aware that the main problem with this approach is that the people who are willing to
participate may differ in important ways from those who are not willing [108].

C.8 Analyzing the data

Thematic analysis is the technique used to gain a deeper understanding of the
data content. Braun and Clarke [19] describe thematic analysis as a method to identify, an-
alyze, and report on issues related to data. The authors describe six phases of the thematic
analysis process: familiarization with the data, generating initial codes, researching themes,
reviewing themes, defining and naming themes, and producing the report. Thematic analy-
sis usually involves open-source, where codes are used to organize the themes.

The thematic analysis process of this work will follow the steps mentioned by Rune-
son et al. [117] and summarized below:

1. Get the initial set of data. For this research: completed questionnaires;

2. Have the material studied in detail;

3. Formulate a set of codes of interest for the research, based on the research questions.
Rely on another researcher and referenced literature to formulate the codes;

4. Read all texts and mark where codes fit into the content. Rephrase some codes if
necessary: split the codes and create new ones if necessary. In this part, the process
is iterative and, if new codes are formulated, the researcher will need to go back and
re-code the material;
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5. Use coded material to draw conclusions;

6. Compare text for different codes;

7. Compare different codes;

8. The process is iterative: there is the possibility to go back and adapt and change codes,
sections, notes, and so on. It is also possible to go back and interview respondents
again and identify new respondents if necessary.
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Figure C.1: Empathy Map Canvas, by Dave Grey [62]
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APPENDIX D – SURVEY - THEMATIC ANALYSIS DATA

Table D.1: Missing Affirmative Actions and Initiatives

Theme Sub-Themes Codes Frequency
Diversity awareness campaign
in company 1

Diversity is not discussed 4
Diversity need prioritization 1
Do not change is risky 1
Few diversity initiatives 4
Focus on diverse hiring 3
I work in a company that is not opened
to change and innovation 2

It is important to think about
gender diversity 2

More initiatives do increase diversity 5
Need for affirmative action about all
kinds of diversity 2

Need for affirmative action about gender diversity 2
Need to increase opportunities 3
Prioritize Diversity 0
Remote difficulted interaction 1
Slow process of diversity awareness 2
Social affirmation policies 1
Teach about gender neutrality 1
Teams do not talk about diversity 3
We should talk about diversity 2

Missing Affirmative Actions
and Initiatives

Working remotely the subject is
not visible enough 1

Table D.2: Benefits of Diversity

Theme Sub-Themes Codes Frequency
Mixed gender teams
results better decisions 3

More diversity more different perspectives 4
More diversity, more criativity 1
More diversity, more innovation 1Benefits of Diversity

New ideas are not accepted easily
in a non diverse environment 1
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Table D.3: Companies do not support D&I

Theme Sub-Themes Codes Frequency
Diversity only on the facade 4
Company does not let the
learning curve to happen 1

"It’s working this way" 1
Companies are imature to deal with diversity 3
Companies do not support diversity 2
Companies don’t engage in diversity
to not disturb the majority 1

Companies hiding in fake strategies of
employer branding 2

Companies lack intention to talk about diversity 3
Companies not positioning about diversity 2
Diversity as marketing 1
Diversity exploited to reduce the cost of salaries 1
Diversity is in direct conflict with capitalism 1
HR not concerned about diversity and inclusion 1
I need authorization from company
to talk about diversity 1

It lack intentionality in the hiring proccess 2
Large companies are doing good work
on hiring women 1

Lot of talking but no action
(about diversity) 14

No headcount to hire for diversity 1
People are trying to take advantage
(from diversity) 1

Some companies strive to have a
fairer environment 1

The company did not encourage diversity 1
Workplaces don’t care about gender 1

Companies do not
support D&I

Diversity as a hidden agenda to reduce costs 1

Table D.4: Companies trying to be Diverse and Inclusive

Theme Sub-Themes Codes Frequency
The company I work supports diversity 3
Code Culture 2
Companies say they do the possible 1
Companies try to create a
diverse environment 3

Companies want to hire women 5
Create new rules for hiring 1
I speak my mind about hiring proccess 1
In the company I work, all the
voices are heard 1

Maternity leave is not wrong
where I work 1

Openess to dialog 1
Strive to be an inclusive company 1
There is equity in the company I work 1
Treat candidates equally 1

Companies
trying to be
Diverse and

Inclusive

Use blind screening to avoid bias 1
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Table D.5: Diversity as a whole

Theme Sub-Themes Codes Frequency
Encourage gender neutral
workplace 1

Different backgrounds 1
Gender neutral interview feedback 1
Avoid unconscious bias 2
Background diversity is important 1
Care about gender diversity 2
Cultural Diversity 1
Differences in thinking 1
Diverse people don’t apply to jobs in tech 1
Diversity being encouraged 2
Diversity makes environment
dynamic and democratic 2

Diversity makes us strong 1
Gender diversity matters 1
I support diversity 5
I support heterogeneous teams 1
I talk assertively about gender diversity 1
If we stop talking about diversity
we come back to old patterns 1

Only the ones that identify themselves
as diverse seems to care 2

Diversity
as a whole

Treat everyone as an equal 9

Table D.6: Sentiments and Emotions

Theme Sub-Themes Codes Frequency
Anger Frustration 1

Stress 2Anticipation Mental strain by performing tasks in different contexts 1
Trust Trust 1

Fear of being fired 1
Fear of losing my job 1Fear
Fear of not beign in the right place 1
Happyness 6
Joy 1Happyness

Joy Satisfaction 1
Sadness 5
Discouragment 1
I feel sad for being privileged 1

Sentiment
and Emotions

Sadness

Tiredness 1
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Table D.7: Family and Personal Life

Theme Sub-Themes Codes Frequency
Family in peace 1
Family is valuable 3
Family time 2
Help kids with homework 1
I take care of home activities 1
I want to help my parents 1
Life quality 4
My personal friends are engaged
in diversity subject 2

People in my life are diverse 1
Stability for family 1
Supportive friends 1
Take care of my family 3
To see people I care safe and healthy 1
Tranquility 3
Wellness of my kids and family 5

Family and
Personal Life

Work life balance 7

Table D.8: Financial Concerns

Theme Sub-Themes Codes Frequency
sustainable retirement 1
Equal opportunities 2
Equal payment 3
Equity 7
Fear unemployment 1
Financial Stability 4
Good earnings so my
father can stop working 1

Good earnings 2
I fear lose my income 1
I get a decent salary 1
Money 1
My obstacles to enter SE were financial 1
My workmates talk about diversity 1
Pay my bills 1
Pay women what they owned 3
Promotion 1
Salary increase 2
Save money 1
The salary is the higher I ever had 1
To have my own home 3

Financial
Concerns

Women are paid less 2
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Table D.9: Intersecctionality

Theme Sub-Themes Codes Frequency
Age diversity is important 2
Ageism 2
Bad about gender diversity, worst about race 1
Black people need to put more effort to succeed 1
Company focus only on women diversity 1
Computer science undergrad courses
with no women 1

Development initiatives focusing in white women 2
Few transgenders 1
Few women and black people 1
I don’t see black people in leadership roles 1
I read about anti racism 1
I’ve never had black professors or workmates 1
I’ve never worked with a trangender person 1
Most women developers are white 1
My family and friends are majoritary
white women 1

My team doesn’t have black people 1
My team had only one black man 1
No transgender people 1
Only gender diversity 1
People who talk about diversity are
white heterosexual people 1

We have people from all ethnicities and cultures 1

Intersecctionality

We need to look all kinds of diversity 1

Table D.10: Leadership and Management Roles

Theme Sub-Themes Codes Frequency
High number of Women Professors in College 1
Assertive positioning 1
Brought the subject to the leadership 1
Few women managers 1
I am the only woman manager in my area 1
I do not see high level management
caring about diversity 1

Leadership is majority men, it is
an barrier for women 1

Leadership is majority white 1
Leadership is not concerned about diversity 1
Little to no diversity in management
does not help 1

Managers unprepared for diversity 2
No women in strategic roles 1
People Management almost 50/50
but majoritary men 2

Project management majoritary women 2
To be Inspirational leadership in D&I 1
We have women in leadership 1
Women in leadership supporting
hard time for learning 1

Leadership and
Management Roles

Women in middle management role 1
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Table D.11: Men

Theme Sub-Themes Codes Frequency
"Bro" culture 1
A network of male protectionism 1
Companies always hire the most talkative man 1
Embarrassed about a fully white men team 2
I do not hear men talking about diversity 1
Men are more heard than women 1
Men have doubts about the ability of women in IT 1
Men in strategical roles 1
Neutrality in controversial subjects 1
People are tired of "bro" culture 1
Policies privileged rise of men 1
Silence from men (about diversity) 1
Tech is still mostly a boys club 1
Toxic masculinity 1
Typical boys probably hate diversity 1
Undergrad students majoritary men 2
We still have few men allies 1

"Bro" Culture

Women give feedback to men about sexism 2
As a men, I put myself in a learn position 1
I am a diversity ally 3
I desconstruct the wrong ideas I have about diversity 1
I review my actions every year 1
I search different perspectives to learn from 1
I try to desconstruct my prejudice 1
Live with diverse people to bring awareness and desconstruction 1
Look around to see if the environment is diverse 1
People trying to get better as people 2
Reinvent myself 1

Desconstruct Prejudice

Young men are more conscious about diversity 1
Innefective communication 1
No communication 1

Men

Men Characteristics
No strategy and assertivity 1

Table D.12: Meritocracy and Elitism

Theme Sub-Themes Codes Frequency
I hear people saying that everybody is equal 1
I heard about meritocracy: if you want, you can 1
Meritocracy 1

Meritocracy
and Elitism

Software Engineering is elitist 1
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Table D.13: No Diversity

Theme Sub-Themes Codes Frequency
I wish better gender balance 1
Companies need diversity 1
Far away fromn having diverse teams 1
No diversity in IT 7
No diversity in my team 7
No diversity where I work 6
People do not have knowledge about diversity 1
People do not talk about diversity 3

Far Away
from Diversity

Women are minority 4
Far away to reach equity 3
People complain there is not equity 1No Equity
We won’t reach equity if we are not able to hire 1
All white hetero men 1
Company does not care about trans and non-binary people 1
Developers majoritary are men 7
Fully white men team 1
IT is composed by white, cis, men 1
IT is predominant male 1
More men thean women in SW teams 5
Most men around 7
Most white men 2
Most white people around 6
Not be a whote man make diffcult to grow in carreer 1

All Men

White men around 3
Do not accept prejudice 1
From hiring process most CVs are from men 1
Junior developers documenting the code 1
No patience for the same old behavior 1
Software engineers are a pattern (white, cis, men) 2

No Diversity

Old Patterns

Tired of the same old patter 1

Table D.14: Overload

Theme Sub-Themes Codes Frequency
I am a "do it all" in my team 1
Interruptions 1
Lack of Focus 1
It is not easy to do what I do 1
Overbooked 1
Senior developers overloaded 1
To many thing to solve 1
Too much to do and too little time and/or energy 1

Causes

Work overload 1
Delayed deliveries 1
No quality on the deliveries 1

Overload

Consequences
Low Productivity 1
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Table D.15: Professional Insecurities

Theme Sub-Themes Codes Frequency
As a woman I need to prove
my capacity all the time 2

As a woman I need to prove
myself much more 2

As a woman, I do not have space
for insecurities 1

Fight against my insecurities 1
Fight againt Impostor Syndrom 1
I am afraid of not being good enough 1
I asked myself a lot 1
I do not have the courage to talk, so I write 1
I feel I am never good enough 1
I feel I need to go beyond my peers 1
I feel I was authorized (by men)
to be where I am 1

I feel insecure about my knowledge 2
I feel that I am occupying what
men think I deserved 1

Lack of Opportunities 1
Lack of knowledge to go ahead 1
Lack of recognition 3
My potential is not used 1
No perspectives 1
No positive feedbacks about my work 1
No support from workmates 1
No women participation 1
Professional frustration 2
Questions about decision to pursue
software engineering path 1

Recognition 10
Research incentive 1
Stagnation 1
The daily struggle about being
the only woman in a team 2

Thoughts that I am not doing enough 1
We put ourselves unpleasant
situations to little progress 1

What if nothing works before I have to retire? 1
Women do not succeed to strategical positions 3
Women have no space to grow 1
Women in begginer levels 1
It seems I must be available all the time 1

Professional
Insecurities

Lack of rewards 1
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Table D.16: Sexism and Prejudice

Theme Sub-Themes Codes Frequency
Desconstruct sexism 1
Humiliation 1
Prejudice 7
Prejudiced jokes 4
Stereotypes 2
Structural Racism 1
Structural sexism 9

Sexism and
Prejudice

Team is sexist 1
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Table D.17: Unawareness

Theme Sub-Themes Codes Frequency
My workmates don’t
care about diversity 3

People think the subject is not important 6
"I look after the dog when
my wife needs to go out " 1

Concerns 1
Conflict 1
Difficult to find skilled women 2
Diversity is to focus on political
issues and not real issues 1

Do not classify humans in genders,
focus on the team 2

Do not discriminate anyone 1
Gender does not matter, Knowledge matters 4
Girls have advantages when applying to jobs 1
Hire women because of gender
and not skills is demeaning 1

I am accepted as anyone else in the team 1
I am good for my skills and not my gender 1
I do not have any frustrations about diversity 1
I do not have any obstacles 1
I do not have diversity problems where i work 3
I do not have friends at work,
only workmates, men and women 1

I do not make distinctions regarding
gender in my team 1

I don’t do anything to support diversity 1
I don’t talk about diversity 1
I talk about people, not about gender 1
IT people are focused on solving problems 1
Ignorance 1
It is a constant struggle 1
It is difficult to raise awareness 1
Males and females working
together where I work 1

Old ladies doing project and
people management 1

People say they are open and
don’t have any prejudice 1

Problems are part of life,
we need to work to solve them 1

Promote women in tech in unethical 1
Respect all people 7
Teams say that diversity is whining 2
To clean the mess of other developers
because they didn’t listen to me 1

We are all equals 1
We are all people 1
We can’t control how new hires
act in terms of Diversity and Inclusion 1

Women don’t apply to it roles 5
Women don’t have technical background 1
Women don’t want tech 3
Women dropped out at the last minute
in the last hiring round. 1

Unawareness

Psychology are predominant female
I don’t see problems with that 1
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Table D.18: Women

Theme Sub-Themes Codes Frequency
I was the only women in the team 1
Few Women developers 3
I do not see senior women developerts 1
I see the number of women in IT increasing 1
More women should join 1
Quality assurance majoritary women 3
We need more women in technology 2
Women are as good as any men in SE 3
A large part of issue is harassment in SE 1
Abuse of authority 1
As a woman, I’ve been through some
bad situations in SE 1

Bad-mouthing 1
Feelings of no belonging 1
Fight and not succeed 1
Get over the disrespect to keep doing the job 1
Get over the mistreatment to keep doing the job 1
Harassment 1
I alway need to prove myself 1
I asked for permission to talk about technical subjects 1
I impose myself at work 1
Injustice 2
It seems I always need to have a position about some subject 1
Jokes about women being better on delivering than men 1
Lack of acceptance 1
Less senior men did not accept code review from women 1
Manager ask a women direct report for a date 1
Mansplaining 1
Mansplainning 1
Manterupting 1
Men saying how I should work 1
No career projection 1
No recognition of women in
software development teams 2

People blame women for the lake of interest in IT 1
People make jokes about diversity 1
People make women believe SE is not for them 2
People say I am exagerating 2
Power abuse from senior workmates 1
Reprimand for try to fight sexism 2
Retaliation 1
Shame until find my place 1
Software development teams are toxic for women 1
Some cultures are hard for women 1
Some people say SE is not for women 1
Some women gave up 1
To be silenced by workmates 1
Women are dramatic and talk to much 1
Women are hired only when better than men 1
Women are not respected as men are 1
Women are not skilled to be hired 2
Women are put in uncomfortable positions 1
Women are seen as technically weaker 1
Women are silenced 1
Women deal daily with sexism 2
Women face difficult situations in their teams 1
Women need to prove themselves more than men 2
Women occupy "authorized" spaces 1
Women reporting harassment 1
Women reporting prejudice from
peers and managers 1

Women’s opinion are less valued than men’s ones 1

Women

Women are
disrespected

Workmates say I need to have hard times do learn 1
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Table D.19: Women

Theme Sub-Themes Codes Frequency
Be inspired by other women 1
Followup through online meetups 2
Shadowing 1
Hope to open paths for women 1
I heard women talking about diversity 2
I mentor women 1
I motivate women through my writing 1
I praise women that I admire 1
I praise women who motivate me to continue in IT 1
I recommend women for positions 3
I reinforce the importance of women
in software development 1

I support a women in tech group 3
I support other women 1
I try to contribute to empower women in tech 2
I want to build the next generation of women in leadership 1
I want to hire more women and black people 1
I want to show women can reach better positions 1
Initiatives to women development 2
Make women comfortable in technology 1
Search more women to IT 1
See me and other women succeding in carrers 1
Strong women are my inspiration 1
Welcome other women 1
Women searching for other women to hire 4
Women supporting each other 7

Women
Supporting

Women

Women’s Community are the best part 1
Collaborative 1
Conciliator 1
Determination 1
Empathetic 1
Flexible 1
Organized way of working 1

Women

Women
Characteristics

Will to win 1
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